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grants to the person(s) having title to this patent the right to exclude others from making,
using, offering for sale, or selling the invention throughout the United States of America or
importing the invention into the United States of America, and if the invention is a process,
of the right to exclude others from using, offering for sale or selling throughout the United
States of America, products made by that process, for the term set forth in 35 U.s.c. 154(a)(2)
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Maintenance Fee Notice on the inside of the cover.

— Ketwine JQJ%(V(M,L >

7

<) DirecTOR OF THE UNITED STATES PATENT AND TRADEMARK OFFICE (>




Maintenance Fee Notice

If the application for this patent was filed on or after December 12, 1980, maintenance fees
are due three years and six months, seven years and six months, and eleven years and six
months after the date of this grant, or within a grace period of six months thereafter upon
payment of a surcharge as provided by law. The amount, number and timing of the mainte-
nance fees required may be changed by law or regulation. Unless payment of the applicable
maintenance fee is received in the United States Patent and Trademark Office on or before
the date the fee is due or within a grace period of six months thereafter, the patent will expire
as of the end of such grace period.

Patent Term Notice

If the application for this patent was filed on or after June 8, 1995, the term of this patent
begins on the date on which this patent issues and ends twenty years from the filing date of
the application or, if the application contains a specific reference to an earlier filed applica-
tion or applications under 35 U.S.C. 120, 121, 365(¢), or 386(c), twenty years from the filing date
of the earliest such application (“the twenty-year term”), subject to the payment of mainte-
nance fees as provided by 35 u.s.c. 41(b), and any extension as provided by 35 v.s.c. 154(b) or
156 or any disclaimer under 35 U.s.c. 253.

If this application was filed prior to June 8, 1995, the term of this patent begins on the date
on which this patent issues and ends on the later of seventeen years from the date of the
grant of this patent or the twenty-year term set forth above for patents resulting from appli-
cations filed on or after June 8, 1995, subject to the payment of maintenance fees as provided
by 35 u.s.c. 41(b) and any extension as provided by 35 U.s.c. 156 or any disclaimer under
35 U.S.C. 253.
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Al-BASED HEAT MAP GENERATING
SYSTEM AND METHODS FOR USE
THEREWITH

CROSS REFERENCE TO RELATED
APPLICATIONS

The present U.S. Utility patent application claims priority
pursuant to 35 U.S.C. § 120 as a continuation of U.S. Utility
application Ser. No. 16/939,495, entitted “HEAT MAP
GENERATING SYSTEM AND METHODS FOR USE
THEREWITH?”, filed Jul. 27, 2020, which is a continuation-
in-part of U.S. Utility application Ser. No. 16/299,779,
entitted “MULTI-LABEL HEAT MAP DISPLAY SYS
TEM”, filed Mar. 12, 2019, issued as U.S. Pat. No. 11,011,
257 on May 18, 2021, which claims priority pursuant to 35
U.S.C. §119(e) to U.S. Provisional Application No. 62/770,
334, entitled “LESION TRACKING SYSTEM”, filed Nov.
21, 2018, dl of which are hereby incorporated herein by
reference in their entirety and made part of the present U.S.
Utility patent application for all purposes.

STATEMENT REGARDING FEDERALLY

SPONSORED RESEARCH OR DEVELOPMENT
Not applicable.
BACKGROUND
Technical Field

This invention relates generally to medical imaging
devices and knowledge-based systems used in conjunction
with client/server network architectures.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING(S)

FIG. 1lisaschematic block diagram of an embodiment of
amedical scan processing system;

FIG. 2A is a schematic block diagram of a client device
in accordance with various embodiments;

FIG. 2B is a schematic block diagram of one or more
subsystems in accordance with various embodiments;

FIG. 3isaschematic block diagram of a database storage
system in accordance with various embodiments;

FIG. 4A is schematic block diagram of a medical scan
entry in accordance with various embodiments;

FIG. 4B is aschematic block diagram of abnormality data
in accordance with various embodiments;

FIG. 5A is a schematic block diagram of a user profile
entry in accordance with various embodiments;

FIG. 5B is a schematic block diagram of a medical scan
analysis function entry in accordance with various embodi-
ments;

FIGS. 6A-6B are schematic block diagram of a medical
scan diagnosing system in accordance with various embodi-
ments,

FIG. 7A is aflowchart representation of an inference step
in accordance with various embodiments;

FIG. 7B is a flowchart representation of a detection step
in accordance with various embodiments;

FIGS. 8A-8F are schematic block diagrams of a medical
picture archive integration system in accordance with vari-
ous embodiments;
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FIG. 9 is a flowchart representation of a method for
execution by amedical picture archive integration systemin
accordance with various embodiments;

FIG. 10A is a schematic block diagram of a de-identifi-
cation system in accordance with various embodiments;

FIG. 10B isan illustration of an example of anonymizing
patient identifiers in image data of a medical scan in accor-
dance with various embodiments;

FIG. 11 presents a flowchart illustrating a method for
execution by a de-identification system in accordance with
various embodiments;

FIGS. 12A-12C are a schematic block diagrams of a
multi-label medical scan analysis system in accordance with
various embodiments;

FIG. 13A illustrates an example embodiment of a model
that is be utilized by the multi-label medical scan analysis
system 3002,

FIGS. 13B-13G illustrate example embodiments of the
multi-label medical scan analysis system 3002;

FIG. 14A is a schematic block diagram of a multi-label
heat map display system in accordance with various embodi-
ments;

FIGS. 14B-14C illustrate example interfaces generated
for display by a multi-label heat map display system in
accordance with various embodiments;

FIG. 15A is a schematic block diagram of a retroactive
discrepancy flagging system in accordance with various
embodiments;

FIG. 15B is a schematic block diagram of a factor
detection system in accordance with various embodiments;
and

FIG. 16 isaflowchart illustrating a method for execution
by a multi-label heat map generating system in accordance
with various embodiments.

DETAILED DESCRIPTION

The present U.S. Utility patent application is related to
U.S. Utility application Ser. No. 16/919,362, entitled “SY S-
TEM WITH RETROACTIVE DISCREPANCY FLAG-
GING AND METHODS FOR USE THEREWITH”", filed 2
Jul. 2020 and U.S. Utility application Ser. No. 15/627,644,
entitted “MEDICAL SCAN ASSISTED REVIEW SYS
TEM”, filed 20 Jun. 2017, which claims priority pursuant to
35 U.S.C. § 119(e) to U.S. Provisional Application No.
62/511,150, entitted “MEDICAL SCAN ASSISTED
REVIEW SYSTEM AND METHODS’, filed 25 May 2017,
both of which are hereby incorporated herein by referencein
their entirety and made part of the present U.S. Utility patent
application for al purposes.

FIG. 1 presents a medical scan processing system 100,
which can include one or more medical scan subsystems 101
that communicate bidirectionally with one or more client
devices 120 via a wired and/or wireless network 150. The
medical scan subsystems 101 can include a medical scan
assisted review system 102, medical scan report labeling
system 104, amedical scan annotator system 106, a medical
scan diagnosing system 108, amedical scan interface feature
evaluator system 110, amedical scan image analysis system
112, a medical scan natural language analysis system 114,
and/or a medical scan comparison system 116. Some or all
of the subsystems 101 can utilize the same processing
devices, memory devices, and/or network interfaces, for
example, running on a same set of shared servers connected
to network 150. Alternatively or in addition, some or all of
the subsystems 101 be assigned their own processing
devices, memory devices, and/or network interfaces, for
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example, running separately on different sets of servers
connected to network 150. Some or al of the subsystems
101 can interact directly with each other, for example, where
one subsystem'’s output is transmitted directly as input to
another subsystem via network 150. Network 150 can
include one or more wireless and/or wired communication
systems; one or more non-public intranet systems and/or
public internet systems, and/or one or more local area
networks (LAN) and/or wide area networks (WAN).

The medical scan processing system 100 can further
include a database storage system 140, which can include
one or more servers, one or more memory devices of one or
more subsystems 101, and/or one or more other memory
devices connected to network 150. The database storage
system 140 can store one or more shared databases and/or
one or morefiles stored on one or more memory devices that
include database entries as described herein. The shared
databases and/or files can each be utilized by some or al of
the subsystems of the medical scan processing system,
allowing some or all of the subsystems and/or client devices
to retrieve, edit, add, or delete entries to the one or more
databases and/or files.

The one or more client devices 120 can each be associated
with one or more users of one or more subsystems of the
medical scan processing system. Some or al of the client
devices can be associated with hospitals or other medical
institutions and/or associated with medical professionals,
employees, or other individual users for example, located at
one or more of the medical institutions. Some of the client
devices 120 can correspond to one or more administrators of
one or more subsystems of the medical scan processing
system, allowing administrators to manage, supervise, or
override functions of one or more subsystems for which they
are responsible.

Some or al of the subsystems 101 of the medical scan
processing system 100 can include a server that presents a
website for operation via a browser of client devices 120.
Alternatively or in addition, each client device can store
application data corresponding to some or all subsystems,
for example, a subset of the subsystems that are relevant to
the user in amemory of the client device, and a processor of
the client device can display the interactive interface based
on instructions in the interface data stored in memory. For
example, the website presented by a subsystem can operate
via the application. Some or all of the web sites presented
can correspond to multiple subsystems, for example, where
the multiple subsystems share the server presenting the
website. Furthermore, the network 150 can be configured for
secure and/or authenticated communications between the
medical scan subsystems 101, the client devices 120 and the
database storage system 140 to protect the data stored in the
database storage system and the data communicated
between the medical scan subsystems 101, the client devices
120 and the database storage system 140 from unauthorized
access.

The medical scan assisted review system 102 can be used
to aid medical professionals or other users in diagnosing,
triaging, classifying, ranking, and/or otherwise reviewing
medical scans by presenting a medical scan for review by a
user by transmitting medical scan data of a selected medical
scan and/or interface feature data of selected interface
features of to a client device 120 corresponding to a user of
the medical scan assisted review system for display via a
display device of the client device. The medica scan
assisted review system 102 can generate scan review data
for a medical scan based on user input to the interactive
interface displayed by the display device in response to
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promptsto provide the scan review data, for example, where
the prompts correspond to one or more interface features.

The medical scan assisted review system 102 can be
operabletoreceive, viaanetwork, amedical scan for review.
Abnormality annotation data can be generated by identifying
one or more of abnormalitiesin the medical scan by utilizing
a computer vision model that is trained on a plurality of
training medical scans. The abnormality annotation data can
include location data and classification data for each of the
plurality of abnormalities and/or data that facilitates the
visualization of the abnormalities in the scan image data.
Report data including text describing each of the plurality of
abnormalities is generated based on the abnormality data.
The visualization and the report data, which can collectively
be displayed annotation data, can be transmitted to a client
device. A display device associated with the client device
can display the visualization in conjunction with the medical
scan via an interactive interface, and the display device can
further display the report data via the interactive interface.

In various embodiments, longitudinal data, such as one or
more additional scans of longitudinal data 433 of the medi-
cal scan or of similar scans, can be displayed in conjunction
with the medical scan automatically, or in response to the
user electing to view longitudinal data via user input. For
example, the medical scan assisted review system can
retrieve aprevious scan or afuture scan for the patient from
a patient database or from the medical scan database auto-
matically or in response to the user electing to view past
patient data. One or more previous scans can be displayed in
one or more corresponding windows adjacent to the current
medical scan. For example, the user can select a past scan
from the longitudinal data for display. Alternatively or in
addition, the user can elect longitudinal parameters such as
amount of time elapsed, scan type, electing to select the most
recent and/or least recent scan, electing to select a future
scan, electing to select a scan at a date closest to the scan,
or other criteria, and the medical scan assisted review system
can automatically select a previous scan that compares most
favorably to the longitudinal parameters. The selected addi-
tional scan can be displayed in an adjacent window along-
side the current medical scan. In some embodiments, mul-
tiple additional scans will be selected and can be displayed
in multiple adjacent windows.

In various embodiments, a first window displaying an
image slice 412 of the medical scan and an adjacent second
window displaying an image slice of a selected additional
scan will display image dlices 412 determined to corre-
sponding with the currently displayed slice 412 of the
medical scan. As described with respect to selecting a slice
of a selected similar medical scan for display, this can be
achieved based on selecting the image slice with amatching
slice number, based on automatically determining the image
slice that most closely matches the anatomical region cor-
responding to the currently displayed slice of the current
scan, and/or based on determining the slice in the previous
scan with the most similar view of the abnormality as the
currently displayed slice. The user can use asingle scroll bar
or other single user input indication to jump to a different
image slice, and the multiple windows can simultaneously
display the same numbered image slice, or can scroll or
jump by the same number of slicesif different slice numbers
areinitially displayed. In some embodiments, three or more
adjacent windows corresponding to the medical scan and
two or more additional scans are displayed, and can al be
controlled with the single scroll bar in a similar fashion.

The medical scan assisted review system 102 can auto-
matically detect previous states of the identified abnormali-
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ties based on the abnormality data, such as the abnormality
location data. The detected previous states of the identified
abnormality can be circled, highlighted, or otherwise indi-
cated in their corresponding window. The medical scan
assisted review system 102 can retrieve classification data
for the previous state of the abnormality by retrieving
abnormality annotation data 442 of the similar abnormality
mapped to the previous scan from the medical scan database
342. This data may not be assigned to the previous scan, and
the medical scan assisted review system can automatically
determine classification or other diagnosis data for the
previous medical scan by utilizing the medical scan image
analysis system as discussed. Alternatively or in addition,
some or al of the abnormality classification data 445 or
other diagnosis data 440 for the previous scan can be
assigned values determined based on the abnormality clas-
sification data or other diagnosis data determined for the
current scan. Such abnormality classification data 445 or
other diagnosis data 440 determined for the previous scan
can be mapped to the previous scan, and or mapped to the
longitudinal data 433, in the database and/or transmitted to
a responsible entity via the network.

The medical assisted review system can automatically
generate state change data such as a change in size, volume,
malignancy, or other changes to various classifiers of the
abnormality. This can be achieved by automatically com-
paring image data of one or more previous scans and the
current scan and/or by comparing abnormality data of the
previous scan to abnormality data of the current scan. In
some embodiments, such metrics can be calculated by
utilizing the medical scan similarity analysis function, for
example, where the output of the medical scan similarity
analysis function such as the similarity score indicates
distance, error, or other measured discrepancy in one or
more abnormality classifier categories 444 and/or abnormal -
ity pattern categories 446. This calculated distance, error, or
other measured discrepancy in each category can be used to
quantify state change data, indicate anew classifier in one or
more categories, to determine if a certain category has
become more or |ess severe, or otherwise determine how the
abnormality has changed over time. In various embodi-
ments, this data can be displayed in one window, for
example, where an increase in abnormality size is indicated
by overlaying or highlighting an outline of the current
abnormality over the corresponding image slice of the
previous abnormality, or vice versa. In various embodiments
where several past scans are available, such state change
data can be determined over time, and statistical data show-
ing growth rate changes over time or malignancy changes
over time can be generated, for example, indicating if a
growth rate is lessening or worsening over time. Image
dlices corresponding to multiple past scans can be displayed
in sequence, for example, where a first scroll bar alows a
user to scroll between image slice numbers, and a second
scroll bar alows a user to scroll between the same image
dlice over time. In various embodiments the abnormality
data, heat map data, or other interface features will be
displayed in conjunction with the image dlices of the past
image data.

The medical scan report labeling system 104 can be used
to automatically assign medical codes to medical scans
based on user identified keywords, phrases, or other relevant
medical condition terms of natural text data in a medical
scan report of the medical scan, identified by users of the
medical scan report labeling system 104. The medical scan
report labeling system 104 can be operable to transmit a
medical report that includes natural language text to a first
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client device for display. Identified medical condition term
data can be received from thefirst client device in response.
An alias mapping pair in amedical label aias database can
be identified by determining that amedical condition term of
the alias mapping pair compares favorably to the identified
medical condition term data. A medical code that corre-
sponds to the alias mapping pair and a medical scan that
corresponds to the medical report can be transmitted to a
second client device of an expert user for display, and
accuracy data can be received from the second client device
in response. The medical code is mapped to the first medical
scan in a medical scan database when the accuracy data
indicates that the medical code compares favorably to the
medical scan.

The medical scan annotator system 106 can be used to
gather annotations of medical scans based on review of the
medical scan image data by users of the system such as
radiologists or other medical professionals. Medical scans
that require annotation, for example, that have been triaged
from a hospital or other triaging entity, can be sent to
multiple users selected by the medical scan annotator system
106, and the annotations received from the multiple medical
professionals can be processed automatically by a process-
ing system of the medical scan annotator system, allowing
the medical scan annotator system to automatically deter-
mine a consensus annotation of each medical scan. Further-
more, the users can be automatically scored by the medical
scan annotator system based on how closely their annotation
matches to the consensus annotation or some other truth
annotation, for example, corresponding to annotations of the
medical scan assigned a truth flag. Users can be assigned
automatically to annotate subsequent incoming medical
scans based on their overall scores and/or based on catego-
rized scores that correspond to an identified category of the
incoming medical scan.

Themedical scan annotator system 106 can be operableto
select amedical scan for transmission viaanetwork to afirst
client device and a second client device for display via an
interactive interface, and annotation data can be received
from the first client device and the second client device in
response. Annotation similarity data can be generated by
comparing the first annotation data to the second annotation
data, and consensus annotation data can be generated based
on thefirst annotation data and the second annotation datain
response to the annotation similarity data indicating that the
difference between the first annotation data and the second
annotation data compares favorably to an annotation dis-
crepancy threshold. The consensus annotation data can be
mapped to the medical scan in a medical scan database.

A medical scan diagnosing system 108 can be used by
hospitals, medical professionals, or other medical entitiesto
automatically produce inference data for given medical
scans by utilizing computer vision techniques and/or natural
language processing techniques. This automatically gener-
ated inference data can be used to generate and/or update
diagnosis data or other corresponding data of corresponding
medical scan entriesin amedical scan database. The medical
scan diagnosing system can utilize amedical scan database,
user database, and/or a medical scan analysis function
database by communicating with the database storage sys-
tem 140 via the network 150, and/or can utilize another
medical scan database, user database, and/or function data-
base stored in local memory.

The medical scan diagnosing system 108 can be operable
toreceiveamedical scan. Diagnosis data of the medical scan
can be generated by performing a medical scan inference
function on the medical scan. The first medical scan can be
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transmitted to afirst client device associated with a user of
the medical scan diagnosing system in response to the
diagnosis data indicating that the medical scan corresponds
to a non-normal diagnosis. The medical scan can be dis-
played to the user via an interactive interface displayed by
a display device corresponding to the first client device.
Review data can be received from the first client device,
where the review data is generated by the first client device
in response to aprompt viathe interactiveinterface. Updated
diagnosis data can be generated based on the review data.
The updated diagnosis data can be transmitted to a second
client device associated with a requesting entity.

A medical scan interface feature evaluating system 110
can be used evaluate proposed interface features or currently
used interface features of an interactive interface to present
medical scans for review by medical professionals or other
users of one or more subsystems 101. The medical scan
interface feature evaluator system 110 can be operable to
generate an ordered image-to-prompt mapping by selecting
a set of user interface features to be displayed with each of
an ordered set of medical scans. The set of medical scansand
the ordered image-to-prompt mapping can be transmitted to
a set of client devices. A set of responses can be generated
by each client device in response to sequentially displaying
each of the set of medical scans in conjunction with a
mapped user interface feature indicated in the ordered
image-to-prompt mapping via a user interface. Response
score data can be generated by comparing each response to
truth annotation data of the corresponding medical scan.
Interface feature score data corresponding to each user
interface feature can be generated based on aggregating the
response score data, and is used to generate a ranking of the
set of user interface features.

A medical scan image analysis system 112 can be used to
generate and/or perform one or more medical scan image
analysis functions by utilizing a computer vision-based
learning algorithm 1350 on a training set of medical scans
with known annotation data, diagnosis data, labeling and/or
medical code data, report data, patient history data, patient
risk factor data, and/or other metadata associated with
medical scans. These medical scan image analysis functions
can be used to generate inference datafor new medical scans
that aretriaged or otherwise require inferred annotation data,
diagnosis data, labeling and/or medical code data, and/or
report data. For example, some medical scan image analysis
functions can correspond to medical scan inference func-
tions of the medical scan diagnosing system or other medical
scan analysis functions of a medical scan analysis function
database. The medical scan image analysis functions can be
used to determine whether or not a medical scan is normal,
to detect the location of an abnormality in one or more slices
of amedical scan, and/or to characterize a detected abnor-
mality. The medical scan image analysis system can be used
to generate and/or perform computer vision based medical
scan image analysis functions utilized by other subsystems
of the medical scan processing system as described herein,
aiding medical professionals to diagnose patients and/or to
generate further data and models to characterize medical
scans. The medical scan image analysis system can include
aprocessing system that includes a processor and a memory
that stores executable instructions that, when executed by
the processing system, facilitate performance of operations.

The medica scan image analysis system 112 can be
operable to receive a plurality of medical scans that repre-
sent a three-dimensional anatomical region and include a
plurality of cross-sectional image dlices. A plurality of
three-dimensional subregions corresponding to each of the
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plurality of medical scans can be generated by selecting a
proper subset of the plurality of cross-sectional image slices
from each medical scan, and by further selecting a two-
dimensional subregion from each proper subset of cross-
sectional image slices. A learning agorithm can be per-
formed on the plurality of three-dimensional subregions to
generate a neural network. Inference data corresponding to
anew medical scan received via the network can be gener-
ated by performing an inference agorithm on the new
medical scan by utilizing the neural network. An inferred
abnormality can be identified in the new medical scan based
on the inference data.

The medical scan natural language analysis system 114
can determine a training set of medical scans with medical
codes determined to be truth data. Corresponding medical
reports and/or other natural language text data associated
with a medical scan can be utilized to train a medical scan
natural language analysis function by generating a medical
report natural language model. The medical scan natural
language analysis function can be utilized to generate infer-
ence data for incoming medical reports for other medical
scans to automatically determine corresponding medical
codes, which can be mapped to corresponding medical
scans. Medical codes assigned to medical scans by utilizing
the medical report natural language model can be utilized by
other subsystems, for example, to train other medical scan
analysis functions, to be used as truth data to verify anno-
tations provided via other subsystems, to aid in diagnosis, or
otherwise be used by other subsystems as described herein.

A medical scan comparison system 116 can be utilized by
one or more subsystems to identify and/or display similar
medical scans, for example, to perform or determine func-
tion parameters for a medical scan similarity analysis func-
tion, to generate or retrieve similar scan data, or otherwise
compare medical scan data. The medical scan comparison
system 116 can aso utilize some or all features of other
subsystems as described herein. The medical scan compari-
son system 116 can be operable to receive amedical scanvia
a network and can generate similar scan data. The similar
scan data can include a subset of medical scans from a
medical scan database and can be generated by performing
an abnormality similarity function, such as medical scan
similarity analysis function, to determine that a set of
abnormalities included in the subset of medical scans com-
pare favorably to an abnormality identified in the medical
scan. At least one cross-sectional image can be selected from
each medical scan of the subset of medical scans for display
on a display device associated with a user of the medical
scan comparison system in conjunction with the medical
scan.

FIG. 2A presents an embodiment of client device 120.
Each client device 120 can include one or more client
processing devices 230, one or more client memory devices
240, one or more client input devices 250, one or more client
network interfaces 260 operable to more support one or
more communication links via the network 150 indirectly
and/or directly, and/or one or more client display devices
270, connected via bus 280. Client applications 202, 204,
206, 208, 210, 212, 214, and/or 216 correspond to subsys-
tems 102, 104, 106, 108, 110, 112, 114, and/or 116 of the
medical scan processing system respectfully. Each client
device 120 can receive the application data from the corre-
sponding subsystem via network 150 by utilizing network
interface 260, for storage in the one or more memory devices
240. In various embodiments, some or all client devices 120
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can include a computing device associated with a radiolo-
gist, medical entity, or other user of one or more subsystems
as described herein.

The one or more processing devices 230 can display
interactive interface 275 on the one or more client display
devices 270 in accordance with one or more of the client
applications 202, 204, 206, 208, 210, 212, 214, and/or 216,
for example, where a different interactive interface 275 is
displayed for some or all of the client applications in
accordance with the website presented by the corresponding
subsystem 102, 104, 106, 108, 110, 112, 114 and/or 116. The
user can provide input in response to menu data or other
prompts presented by the interactive interface via the one or
more client input devices 250, which can include a micro-
phone, mouse, keyboard, touchscreen of display device 270
itself or other touchscreen, and/or other device allowing the
user to interact with the interactive interface. The one or
more processing devices 230 can process the input data
and/or send raw or processed input data to the corresponding
subsystem, and/or can receive and/or generate new data in
response for presentation via the interactive interface 275
accordingly, by utilizing network interface 260 to commu-
nicate bidirectionally with one or more subsystems and/or
databases of the medical scan processing system vianetwork
150.

FIG. 2B presents an embodiment of a subsystem 101,
which can be utilized in conjunction with subsystem 102,
104, 106, 108, 110, 112, 114 and/or 116. Each subsystem 101
can include one or more subsystem processing devices 235,
one or more subsystem memory devices 245, and/or one or
more subsystem network interfaces 265, connected via bus
285. The subsystem memory devices 245 can store execut-
able instructions that, when executed by the one or more
subsystem processing devices 235, facilitate performance of
operations by the subsystem 101, as described for each
subsystem herein.

FIG. 3 presents an embodiment of the database storage
system 140. Database storage system 140 can include at
least one database processing device 330, at least one
database memory device 340, and at least one database
network interface 360, operable to more support one or more
communication links via the network 150 indirectly and/or
directly, all connected via bus 380. The database storage
system 140 can store one or more databases the at least one
memory 340, which can include amedical scan database 342
that includes a plurality medical scan entries 352, a user
database 344 that includes a plurality of user profile entries
354, a medical scan anaysis function database 346 that
includes a plurality of medical scan analysis function entries
356, an interface feature database 348 can include aplurality
of interface feature entries 358, and/or other databases that
store data generated and/or utilized by the subsystems 101.
Some or al of the databases 342, 344, 346 and/or 348 can
consist of multiple databases, can be stored relationaly or
non-relationally, and can include different types of entries
and different mappings than those described herein. A data-
base entry can include an entry in arelational table or entry
in a non-relational structure. Some or al of the data attri-
butes of an entry 352, 354, 356, and/or 358 can refer to data
included in the entry itself or that is otherwise mapped to an
identifier included in the entry and can be retrieved from,
added to, modified, or deleted from the database storage
system 140 based on a given identifier of the entry. Some or
all of the databases 342, 344, 346, and/or 348 can instead be
stored locally by a corresponding subsystem, for example, if
they are utilized by only one subsystem.
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The processing device 330 can facilitate read/write
requests received from subsystems and/or client devices via
the network 150 based on read/write permissions for each
database stored in the at least one memory device 340.
Different subsystems can be assigned different read/write
permissions for each database based on the functions of the
subsystem, and different client devices 120 can be assigned
different read/write permissions for each database. One or
more client devices 120 can correspond to one or more
administrators of one or more of the databases stored by the
database storage system, and database administrator devices
can manage one or more assigned databases, supervise
assess and/or efficiency, edit permissions, or otherwise over-
see database processes based on input to the client devicevia
interactive interface 275.

FIG. 4A presents an embodiment of a medical scan entry
352, stored in medical scan database 342, included in
metadata of amedical scan, and/or otherwise associated with
a medical scan. A medical scan can include imaging data
corresponding to a CT scan, x-ray, MRI, PET scan, Ultra-
sound, EEG, mammogram, or other type of radiologica
scan or medical scan taken of an anatomical region of a
human body, animal, organism, or object and further can
include metadata corresponding to the imaging data. Some
or al of the medical scan entries can be formatted in
accordance with a Digital Imaging and Communications in
Medicine (DICOM) format or other standardized image
format, and some or more of the fields of the medical scan
entry 352 can be included in a DICOM header or other
standardized header of the medical scan. Medical scans can
be awaiting review or can have already been reviewed by
one or more users or automatic processes and can include
tentative diagnosis data automatically generated by a sub-
system, generated based on user input, and/or generated
from another source. Some medical scans can include final,
known diagnosis data generated by a subsystem and/or
generated based on user input, and/or generated from
another source, and can included in training sets used to train
processes used by one or more subsystems such as the
medical scan image analysis system 112 and/or the medical
scan natural language analysis system 114.

Some medical scans can include one or more abnormali-
ties, which can be identified by a user or can be identified
automatically. Abnormalities can include nodules, for
example malignant nodules identified in a chest CT scan.
Abnormalities can also include and/or be characterized by
one or more abnormality pattern categories such as such as
cardiomegaly, consolidation, effusion, emphysema, and/or
fracture, for example identified in a chest x-ray. Abnormali-
ties can also include any other unknown, malignant or
benign feature of a medical scan identified as not normal.
Some scans can contain zero abnormalities, and can be
identified as normal scans. Some scans identified as normal
scans can include identified abnormalities that are classified
as benign, and include zero abnormalities classified as either
unknown or malignant. Scans identified as normal scans
may include abnormalities that were not detected by one or
more subsystems and/or by an originating entity. Thus, some
scans may be improperly identified as normal. Similarly,
scans identified to include at least one abnormality may
include at least one abnormality that was improperly
detected as an abnormality by one or more subsystems
and/or by an originating entity. Thus, some scans may be
improperly identified as containing abnormalities.

As used herein, “normal” can be defined based on a
colloquially defined radiologist definition, in an unbiased
environment, that is inherently learned by the model based
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on this training data—rather than from an empirical defini-
tion. The definition of “normal” can be equated to, for
example, “an absence of clinically significant or actionable
findings’. In used herein, “normal” scans may still include
minor abnormalities that would be deemed insignificant by
the average radiologist—and would still be considered nor-
mal—and consequently—considered to be absent of abnor-
malities. Consider, for example, a chest CT scan of a
low-risk patient where the only abnormality is a solitary
pulmonary nodule with a diameter of 3.2 mm. According to
the guidelines of the Fleischner Society, this nodule can be
ignored (e.g. no routine follow-up required) becauseitisless
than 6 mm. Under these definitions, the scan can be labelled
“normal” and absent abnormalities.

Each medical scan entry 352 can be identified by its own
medical scan identifier 353, and can include or otherwise
map to medical scan image data 410, and metadata such as
scan classifier data 420, patient history data 430, diagnosis
data 440, annotation author data 450, confidence score data
460, display parameter data 470, similar scan data 480,
training set data 490, and/or other data relating to the
medical scan. Some or al of the data included in a medical
scan entry 352 can be used to aid a user in generating or
editing diagnosis data 440, for example, in conjunction with
the medical scan assisted review system 102, the medical
scan report labeling system 104, and/or the medical scan
annotator system 106. Some or all of the data included in a
medical scan entry 352 can be used to alow one or more
subsystems 101, such as automated portions of the medical
scan report labeling system 104 and/or the medical scan
diagnosing system 108, to automatically generate and/or edit
diagnosis data 440 or other data the medical scan. Some or
all of the data included in a medical scan entry 352 can be
used to train some or al medical scan analysis functions of
the medical scan analysis function database 346 such as one
or more medical scan image analysis functions, one or more
medical scan natural language analysis functions, one or
more medical scan similarity analysisfunctions, one or more
medical report generator functions, and/or one or more
medical report analysis functions, for example, in conjunc-
tion with the medical scan image analysis system 112, the
medical scan natural language analysis system 114, and/or
the medical scan comparison system 116.

The medical scan entries 352 and the associated data as
described herein can aso refer to data associated with a
medical scan that is not stored by the medical scan database,
for example, that is uploaded by a client device for direct
transmission to a subsystem, data generated by a subsystem
and used as input to another subsystem or transmitted
directly to a client device, data stored by a Picture Archive
and Communication System (PACS) communicating with
the medical scan processing system 100, or other data
associated with a medical scan that is received and or
generated without being stored in the medical scan database
342. For example, some or al of the structure and data
attributes described with respect to amedical scan entry 352
can also correspond to structure and/or data attribute of data
objects or other data generated by and/or transmitted
between subsystems and/or client devices that correspond to
amedical scan. Herein, any of the data attributes described
with respect to amedical scan entry 352 can also correspond
to data extracted from a data object generated by a subsys-
tem or client device or data otherwise received from a
subsystem, client device, or other source via network 150
that corresponds to a medical scan.

The medical scan image data 410 can include one or more
images corresponding to a medical scan. The medical scan
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image data 410 can include one or more image slices 412,
for example, corresponding to a single x-ray image, a
plurality of cross-sectional, tomographic images of a scan
such asa CT scan, or any plurality of images taken from the
same or different point at the same or different angles. The
medical scan image data 410 can also indicate an ordering
of the one or more image dices 412. Herein, a “medical
scan” can refer a full scan of any type represented by
medical scan image data 410. Herein, an “image slice”’ can
refer to one of a plurality of cross-sectional images of the
medical scan image data 410, one of a plurality of images
taken from different angles of the medical scan image data
410, and/or the single image of the medical scan image data
410 that includes only one image. Furthermore “plurality of
image slices’ can refer to all of the images of the associated
medical scan, and refersto only asingleimageif the medical
scan image data 410 includes only one image. Each image
slice 412 can include a plurality of pixel values 414 mapped
to each pixel of the image slice. Each pixel value can
correspond to a density value, such as aHounsfield value or
other measure of density. Pixel values can also correspond
to agrayscalevalue, aRGB (Red-Green-Blue) or other color
value, or other data stored by each pixel of an image slice
412

Scan classifier data 420 can indicate classifying data of
the medical scan. Scan classifier data can include scan type
data 421, for example, indicating the modality of the scan.
The scan classifier data can indicate that the scan is a CT
scan, x-ray, MRI, PET scan, Ultrasound, EEG, mammo-
gram, or other type of scan. Scan classifier data 420 can aso
include anatomical region data 422, indicating for example,
the scan is a scan of the chest, head, right knee, or other
anatomical region. Scan classifier data can aso include
originating entity data 423, indicating the hospital where the
scan was taken and/or a user that uploaded the scan to the
system. If the originating entity data corresponds to a user of
one or more subsystems 101, the originating entity data can
include a corresponding user profileidentifier and/or include
other data from the user profile entry 354 of the user. Scan
classifier data 420 can include geographic region data 424,
indicating a city, state, and/or country from which the scan
originated, for example, based on the user data retrieved
from the user database 344 based on the originating entity.
Scan classifier data can aso include machine data 425,
which can include machine identifier data, machine model
data, machine calibration data, and/or contrast agent data,
for example based on imaging machine data retrieved from
the user database 344 based on the originating entity data
423. The scan classifier data 420 can include scan date data
426 indicating when the scan was taken. The scan classifier
data 420 can include scan priority data 427, which can
indicate a priority score, ranking, number in a queue, or
other priority data with regard to triaging and/or review. A
priority score, ranking, or queue number of the scan priority
data 427 can be generated by automatically by a subsystem
based on the scan priority data 427, based on a severity of
patient symptoms or other indicators in the risk factor data
432, based on a priority corresponding to the originating
entity, based on previously generated diagnosis data 440 for
the scan, and/or can be assigned by the originating entity
and/or a user of the system.

The scan classifier data 420 can include other classifying
datanot pictured in FIG. 4A. For example, aset of scanscan
include medical scan image data 410 corresponding to
different imaging planes. The scan classifier data can further
include imaging plane data indicating one or more imaging
planes corresponding to the image data. For example, the
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imaging plane data can indicate the scan corresponds to the
axial plane, sagittal plane, or coronal plane. A single medical
scan entry 352 can include medical scan image data 410
corresponding multiple planes, and each of these planes can
be tagged appropriately in the image data. In other embodi-
ments, medical scan image data 410 corresponding to each
plane can be stored as separate medical scan entries 352, for
example, with a common identifier indicating these entries
belong to the same set of scans.

Alternatively or in addition, the scan classifier data 420
can include sequencing data. For example, a set of scans can
include medical scan image data 410 corresponding to
different sequences. The scan classifier data can further
include sequencing dataindicating one or more of aplurality
of sequences of the image data corresponds to, for example,
indicating whether an MRI scan corresponds to a T2
sequence, a T1 sequence, a T1 sequence with contrast, a
diffusion sequence, a FLAIR sequence, or other MRI
sequence. A single medical scan entry 352 can include
medical scan image data 410 corresponding to multiple
sequences, and each of these sequences can be tagged
appropriately in the entry. In other embodiments, medical
scan image data 410 corresponding to each sequence can be
stored as separate medical scan entries 352, for example,
with a common identifier indicating these entries belong to
the same set of scans.

Alternatively or in addition, the scan classifier data 420
can include an image quality score. This score can be
determined automatically by one or more subsystems 101,
and/or can be manually assigned the medical scan. The
image quality score can be based on a resolution of the
image data 410, where higher resolution image data is
assigned a more favorable image quality score than lower
resolution image data. The image quality score can be based
on whether the image data 410 corresponds to digitized
image data received directly from the corresponding imag-
ing machine, or correspondsto a hard copy of theimage data
that was later scanned in. In some embodiments, the image
quality score can be based on a detected corruption, and/or
detected external factor that determined to negatively affect
the quality of the image data during the capturing of the
medical scan and/or subsequent to the capturing of the
medical scan. In some embodiments, the image quality score
can be based on detected noise in the image data, where a
medical scan with a higher level of detected noise can
receive a less favorable image quality score than a medical
scan with alower level of detected noise. Medical scanswith
this determined corruption or externa factor can receive a
less favorable image quality score than medical scans with
no detected corruption or external factor.

In some embodiments, the image quality score can be
based on include machine data 425. In some embodiments,
one or more subsystems can utilize the image quality score
to flag medical scans with image quality scores that fall
below an image quality threshold. The image quality thresh-
old can be the same or different for different subsystems,
medical scan modalities, and/or anatomical regions. For
example, the medical scan image analysis system can auto-
matically filter training sets based on selecting only medical
scans with image quality scores that compare favorably to
the image quality threshold. As another example, one or
more subsystems can flag a particular imaging machine
and/or hospital or other medical entity that have produced at
least a threshold number and/or percentage of medical scan
with image quality scores that compare unfavorably to the
image quality threshold. As another example, a de-noising
algorithm can be automatically utilized to clean the image
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data when the image quality score compares unfavorably to
the image quality threshold. As another example; the medi-
cal scan image analysis system can select a particular
medical image analysis function from a set of medical image
analysis functions to utilize on a medical scan to generate
inference data for the medical scan. Each of this set of
medical image analysis function can be trained on different
levels of image quality, and the selected image anaysis
function can be selected based on the determined image
quality score falling within a range of image quality scores
the image analysis function was trained on and/or is other-
wise suitable for.

The patient history data 430 can include patient identifier
data 431 which can include basic patient information such as
name or an identifier that may be anonymized to protect the
confidentiality of the patient, age, and/or gender. The patient
identifier data 431 can also map to a patient entry in a
separate patient database stored by the database storage
system, or stored elsewhere. The patient history data can
include patient risk factor data 432 which can include
previous medical history, family medical history, smoking
and/or drug habits, pack years corresponding to tobacco use,
environmental exposures, patient symptoms, etc. The patient
history data 430 can aso include longitudinal data 433,
which can identify one or more additional medical scans
corresponding to the patient, for example, retrieved based on
patient identifier data 431 or otherwise mapped to the patient
identifier data431. Some or al additional medical scans can
be included in the medical scan database, and can be
identified based on their corresponding identifiers medical
scan identifiers 353. Some or all additional medical scans
can bereceived from adifferent source and can otherwise be
identified. Alternatively or in addition, the longitudinal data
can simply include some or al relevant scan entry data of a
medical scan entry 352 corresponding to the one or more
additional medical scans. The additional medical scans can
be the same type of scan or different types of scans. Some
or al of the additional scans may correspond to past medical
scans, and/or some or all of the additional scans may
correspond to future medical scans. The longitudinal data
433 can aso include data received and/or determined at a
date after the scan such as fina biopsy data, or some or al
of the diagnosis data 440. The patient history data can also
include a longitudinal quality score 434, which can be
calculated automatically by a subsystem, for example, based
on the number of additional medical scans, based on how
many of the additional scans in the file were taken before
and/or after the scan based on the scan date data 426 of the
medical scan and the additional medical scans, based on a
date range corresponding to the earliest scan and corre-
sponding to the latest scan, based on the scan types data 421
these scans, and/or based on whether or not abiopsy or other
final datais included. As used herein, a “high” longitudinal
quality score refers to a scan having more favorable longi-
tudinal data than that with a “low” longitudina quality
score.

Diagnosis data 440 can include data that indicates an
automated diagnosis, a tentative diagnosis, and/or data that
can otherwise be used to support medical diagnosis, triage,
medical evaluation and/or other review by a medical pro-
fessional or other user. The diagnosis data 440 of a medical
scan can include a binary abnormality identifier 441 indi-
cating whether the scan is normal or includes at least one
abnormality. In some embodiments, the binary abnormality
identifier 441 can be determined by comparing some or all
of confidence score data 460 to a threshold, can be deter-
mined by comparing a probability value to a threshold,
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and/or can be determined by comparing another continuous
or discrete value indicating a calculated likelihood that the
scan contains one or more abnormalities to a threshold. In
some embodiments, non-binary values, such as one or more
continuous or discrete values indicating alikelihood that the
scan contains one or more abnormalities, can be included in
diagnosis data 440 in addition to, or instead of, binary
abnormality identifier 441. One or abnormalities can be
identified by the diagnosis data 440, and each identified
abnormality can include its own set of abnormality annota-
tion data442. Alternatively, some or al of the diagnosis data
440 can indicate and/or describe multiple abnormalities, and
thus will not be presented for each abnormality in the
abnormality annotation data 442. For example, the report
data 449 of the diagnosis data 440 can describe all identified
abnormalities, and thus asingle report can be included in the
diagnosis.

FIG. 4B presents an embodiment of the abnormality
annotation data 442. The abnormality annotation data 442
for each abnormality can include abnormality location data
443, which can include an anatomical location and/or a
location specific to pixels, image slices, coordinates or other
location information identifying regions of the medical scan
itself. The abnormality annotation data 442 can include
abnormality classification data 445 which can include
binary, quantitative, and/or descriptive data of the abnor-
mality as a whole, or can correspond to one or more
abnormality classifier categories 444, which can include
size, volume, pre-post contrast, doubling time, calcification,
components, smoothness, spiculation, lobulation, sphericity,
internal structure, texture, or other categories that can clas-
sify and/or otherwise characterize an abnormality. Abnor-
mality classifier categories 444 can be assigned a binary
value, indicating whether or not such a category is present.
For example, this binary value can be determined by com-
paring some or al of confidence score data 460 to a
threshold, can be determined by comparing a probability
value to athreshold, and/or can be determined by comparing
another continuous or discrete value indicating a calculated
likelihood that a corresponding abnormality classifier cat-
egory 444 is present to a threshold, which can be the same
or different threshold for each abnormality classifier cat-
egory 444. In some embodiments, abnormality classifier
categories 444 can be assigned one or more non-binary
values, such as one or more continuous or discrete values
indicating a likelihood that the corresponding classifier
category 444 is present.

The abnormality classifier categories 444 can aso include
a malignancy category, and the abnormality classification
data 445 can include a malignancy rating such as a Lung-
RADS score, a Fleischner score, and/or one or more calcu-
lated values that indicate malignancy level, malignancy
severity, and/or probability of malignancy. Alternatively or
in addition, the malignancy category can be assigned avalue
of “yes’, “no”, or “maybe’. The abnormality classifier
categories 444 can aso include abnormality pattern catego-
ries 446 such as cardiomegaly, consolidation, effusion,
emphysema, and/or fracture, and the abnormality classifi-
cation data 445 for each abnormality pattern category 446
can indicate whether or not each of the abnormality patterns
is present.

The abnormality classifier categories can correspond to
Response Evaluation Criteria in Solid Tumors (RECIST)
eligibility and/or RECIST evaluation categories. For
example, an abnormality classifier category 444 correspond-
ing to RECIST eligibility can have corresponding abnor-
mality classification data 445 indicating abinary value “yes’
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or “no”, and/or can indicate if the abnormality is a “target
lesion” and/or a“non-target lesion.” As another example, an
abnormality classifier category 444 corresponding to a
RECIST evauation category can be determined based on
longitudinal data 433 and can have corresponding abnor-
mality classification data 445 that includes one of the set of
possible values “Complete Response”, “Partial Response”,
“Stable Disease”, or “Progressive Disease.”

The diagnosis data 440 as awhole, and/or the abnormality
annotation data 442 for each abnormality, can include cus-
tom codes or datatypes identifying the binary abnormality
identifier 441, abnormality location data 443 and/or some or
all of the abnormality classification data 445 of one or more
abnormality classifier categories 444. Alternatively or in
addition, some or al of the abnormality annotation data 442
for each abnormality and/or other diagnosis data 440 can be
presented in a DICOM format or other standardized image
annotation format, and/or can be extracted into custom
datatypes based on abnormality annotation data originally
presented in DICOM format. Alternatively or in addition,
the diagnosis data 440 and/or the abnormality annotation
data 442 for each abnormality can be presented as one or
more medical codes 447 such as SNOMED codes, Current
Procedure Technology (CPT) codes, ICD-9 codes, ICD-10
codes, or other standardized medical codes used to label or
otherwise describe medical scans.

Alternatively or in addition, the diagnosis data 440 can
include natural language text data 448 annotating or other-
wise describing the medical scan as a whole, and/or the
abnormality annotation data 442 can include natura lan-
guage text data 448 annotating or otherwise describing each
corresponding abnormality. In some embodiments, some or
all of the diagnosis data 440 is presented only as natural
language text data 448. In some embodiments, some or all
of the diagnosis data 440 is automatically generated by one
or more subsystems based on the natural language text data
448, for example, without utilizing the medical scan image
data 410, for example, by utilizing one or more medical scan
natural language analysis functions trained by the medical
scan natural language analysis system 114. Alternatively or
in addition, some embodiments, some or al of the natura
language text data 448 is generated automatically based on
other diagnosis data 440 such as abnormality annotation data
442, for example, by utilizing a medical scan natura lan-
guage generating function trained by the medical scan
natural language analysis system 114.

The diagnosis data can include report data 449 that
includes at least one medical report, which can be formatted
to include some or all of the medical codes 447, some or all
of the natural language text data 448, other diagnosis data
440, full or cropped images dices formatted based on the
display parameter data 470 and/or links thereto, full or
cropped images slices or other data based on similar scans
of the similar scan data 480 and/or links thereto, full or
cropped images or other data based on patient history data
430 such as longitudina data 433 and/or links thereto,
and/or other data or linksto data describing the medical scan
and associated abnormalities. The diagnosis data 440 can
aso include finalized diagnosis data corresponding to future
scans and/or future diagnosis for the patient, for example,
biopsy data or other longitudinal data 433 determined sub-
sequently after the scan. The medical report of report data
449 can be formatted based on specified formatting param-
eters such as font, text size, header data, bulleting or
numbering type, margins, filetype, preferencesfor including
oneor morefull or cropped image slices 412, preferencesfor
including similar medical scans, preferences for including
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additional medical scans, or other formatting to list natural
language text data and/or image data, for example, based on
preferences of a user indicated in the originating entity data
423 or other responsible user in the corresponding report
formatting data.

Annotation author data 450 can be mapped to the diag-
nosis data for each abnormality, and/or mapped to the scan
as awhole. This can include one or more annotation author
identifiers 451, which can include one or more user profile
identifiers of a user of the system, such as an individual
medical professional, medical facility and/or medical entity
that uses the system. Annotation author data 450 can be used
to determine the usage data of a user profile entry 354.
Annotation author data 450 can also include one or more
medical scan analysis function identifiers 357 or other
function identifier indicating one or more functions or other
processes of a subsystem responsible for automatically
generating and/or assisting a user in generating some or all
of the diagnosis data, for example an identifier of aparticular
type and/or version of a medical scan image analysis func-
tions that was used by the medical scan diagnosing system
108 used to generate part or al of the diagnosis data 440
and/or an interface feature identifier, indicating an one or
more interface features presented to a user to facilitate entry
of and/or reviewing of the diagnosis data 440. The annota-
tion author data can also simply indicate, for one or more
portions of the diagnosis data 440, if this portion was
generated by a human or automatically generated by a
subsystem of the medical scan processing system.

In some embodiments, if amedical scan was reviewed by
multiple entities, multiple, separate diagnosis data entries
440 can be included in the medical scan entry 352, mapped
to each diagnosis author in the annotation author data 450.
Thisallows different versions of diagnosis data440 received
from multiple entities. For example, annotation author data
of a particular medical scan could indicate that the annota-
tion datawas written by adoctor at medical entity A, and the
medical code data was generated by user Y by utilizing the
medical scan report labeling system 104, which was con-
firmed by expert user X. The annotation author data of
another medical scan could indicate that the medical code
was generated automatically by utilizing version 7 of the
medical scan image analysis function relating to chest
x-rays, and confirmed by expert user X. The annotation
author data of another medical scan could indicate that the
location and a first malignancy rating were generated auto-
matically by utilizing version 7 of the medical scan image
analysis function relating to chest x-rays, and that a second
malignancy rating was entered by user Z. In some embodi-
ments, one of the multiple diagnosis entries can include
consensus annotation data, for example, generated automati-
caly by a subsystem such as the medical scan annotating
system 106 based on the multiple diagnosis data 440, based
on confidence score data 460 of each of the multiple
diagnosis data 440, and/or based on performance score data
of a corresponding user, amedical scan analysis function, or
an interface feature, identified in the annotation author data
for each corresponding one of the multiple diagnosis data
440.

Confidence score data 460 can be mapped to some or all
of the diagnosis data 440 for each abnormality, and/or for the
scan asawhole. Thiscan include an overall confidence score
for the diagnosis, a confidence score for the binary indicator
of whether or not the scan was normal, a confidence score
for the location a detected abnormality, and/or confidence
scoresfor some or all of the abnormality classifier data. This
may be generated automaticaly by a subsystem, for
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example, based on the annotation author data and corre-
sponding performance score of one or more identified users
and/or subsystem attributes such as interactive interface
types or medical scan image analysis functions indicated by
the annotation author data. In the case where multiple
diagnosis data entries 440 are included from different
sources, confidence score data 460 can be computed for each
entry and/or an overal confidence score, for example,
corresponding to consensus diagnosis data, can be based on
calculated distance or other error and/or discrepancies
between the entries, and/or can be weighted on the confi-
dence score data 460 of each entry. In various embodiments,
the confidence score data 460 can include a truth flag 461
indicating the diagnosis data is considered as “known” or
“truth”, for example, flagged based on user input, flagged
automatically based on the author data, and/or flagged
automatically based on the calculated confidence score of
the confidence score data exceeding a truth threshold. As
used herein, a “high” confidence score refers to a greater
degree or more favorable level of confidence than a “low”
confidence score.

Display parameter data 470 can indicate parameters indi-
cating an optimal or preferred display of the medical scan by
an interactive interface 275 and/or formatted report for each
abnormality and/or for the scan as a whole. Some or al of
the display parameter data can have separate entries for each
abnormality, for example, generated automatically by a
subsystem 101 based on the abnormality annotation data
442. Display parameter data 470 can include interactive
interface feature data 471, which can indicate one or more
selected interface features associated with the display of
abnormalities and/or display of the medical scan asawhole,
and/or selected interface features associated with user inter-
action with a medical scan, for example, based on catego-
rized interface feature performance score data and a cat-
egory associated with the abnormality and/or with the
medical scan itself. The display parameter data can include
aslice subset 472, which can indicate a sel ected subset of the
plurdity of image dlices that includes a single image slice
412 or multiple image slices 412 of the medical scan image
data 410 for display by a user interface. The display param-
eter data 470 can include slice order data 473 that indicates
a selected custom ordering and/or ranking for the dlice
subset 472, or for al of the slices 412 of the medical scan.
The display parameter data 470 can include slice cropping
data474 corresponding to someor al of the slice subset 472,
or all of the image slices 412 of the medical scan, and can
indicating a selected custom cropped region of each image
slice 412 for display, or the same selected custom cropped
region for the slice subset 472 or for al dlices 412. The
display parameter data can include density window data
475, which can indicate a selected custom density window
for display of the medical scan asawhole, a selected custom
density window for the slices subset 472, and/or selected
custom density windows for each of the image slices 412 of
the dlice subset 472, and/or for each image slice 412 of the
medical scan. The density window data 475 can indicate a
selected upper density value cut off and a selected lower
density value cut off, and/or can include a selected deter-
ministic function to map each density value of a pixel to a
grayscale value based on the preferred density window. The
interactive interface feature data 471, slice subset 472, slice
order data 473, dlice cropping data 474, and/or the density
window data 475 can be selected via user input and/or
generated automatically by one or more subsystems 101, for
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example, based on the abnormality annotation data 442
and/or based on performance score data of different inter-
active interface versions.

Similar scan data 480 can be mapped to each abnormality,
or the scan asawhole, and can include similar scan identifier
data 481 corresponding to one or more identified similar
medical scans, for example, automatically identified by a
subsystem 101, for example, by applying a similar scan
identification step of the medical scan image analysis system
112 and/or applying medical scan similarity analysis func-
tion to some or al of the data stored in the medical scan
entry of the medical scan, and/or to some or al correspond-
ing data of other medical scansin the medical scan database.
The similar scan data 480 can also correspond to medical
scans received from another source. The stored similarity
data can be used to present similar cases to users of the
system and/or can be used to train medical scan image
analysis functions or medical scan similarity analysis func-
tions.

Each identified similar medical scan can have its own
medical scan entry 352 in the medical scan database 342
with itsown data, and the similar scan identifier data 481 can
include the medical scan identifier 353 each similar medical
scan. Each identified similar medical scan can be a scan of
the same scan type or different scan type than medical scan.

The similar scan data 480 can include a similarity score
482 for each identified similar scan, for example, generated
based on some or al of the data of the medical scan entry
352 for medical scan and based on some or all of the
corresponding data of the medical scan entry 352 for the
identified similar medical scan. For example, the similarity
score 482 can be generated based on applying amedical scan
similarity analysis function to the medical image scan data
of medical scans and 402, to some or al of the abnormality
annotation data of medical scans and 402, and/or to some or
all of the patient history data 430 of medical scans and 402
such as risk factor data 432. As used herein, a “high”
similarity score refers a higher level of similarity that a
“low” similarity score.

The similar scan data480 can include its own similar scan
display parameter data 483, which can be determined based
on some or al of the display parameter data 470 of the
identified similar medical scan. Some or all of the similar
scan display parameter data 483 can be generated automati-
caly by a subsystem, for example, based on the display
parameter data 470 of the identified similar medical scan,
based on the abnormality annotation data 442 of the medical
scan itself and/or based on display parameter data 470 of the
medical scan itself. Thus, the similar scan display parameter
data 483 can be the same or different than the display
parameter data 470 mapped to the identified similar medical
scan and/or can be the same or different than the display
parameter data 470 of the medical scan itself. This can be
utilized when displaying similar scans to a user via interac-
tive interface 275 and/or can be utilized when generating
report data 449 that includes similar scans, for example, in
conjunction with the medical scan assisted review system
102.

The similar scan data 480 can include similar scan abnor-
mality data 484, which can indicate one of a plurality of
abnormalities of the identified similar medical scan and its
corresponding abnormality annotation data 442. For
example, the similarity scan abnormality data 484 can
include an abnormality pair that indicates one of a plurality
of abnormalities of the medical scan, and indicates one of a
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plurality of abnormalities of the identified similar medical
scan, for example, that was identified as the similar abnor-
mality.

The similar scan data 480 can include similar scan filter
data 485. The similar scan filter data can be generated
automatically by a subsystem, and can include a selected
ordered or un-ordered subset of all identified similar scans of
the similar scan data 480, and/or a ranking of all identified
similar scans. For example, the subset can be selected and/or
some or al identified similar scans can be ranked based on
each similarity score 482, and/or based on other factors such
as based on a longitudinal quality score 434 of each iden-
tified similar medical scan.

Thetraining set data490 can indicate one or moretraining
sets that the medical scan belongs to. For example, the
training set data can indicate one or more training set
identifiers 491 indicating one or more medical scan anaysis
functions that utilized the medical scan in their training set,
and/or indicating a particular version identifier 641 of the
one or more medical scan analysis functionsthat utilized the
medical scan in their training set. The training set data 490
can also indicate which portions of the medical scan entry
were utilized by the training set, for example, based on
model parameter data 623 of the corresponding medical scan
analysis functions. For example, the training set data 490
can indicate that the medical scan image data 410 was
included in the training set utilized to train version X of the
chest x-ray medical scan image analysis function, or that the
natural language text data 448 of this medical scan was used
to train version Y of the natural language analysis function.

FIG. 5A presents an embodiment of a user profile entry
354, stored in user database 344 or otherwise associated with
auser. A user can correspond to a user of one or more of the
subsystems such as a radiologist, doctor, medical profes-
sional, medical report labeler, administrator of one or more
subsystems or databases, or other user that uses one or more
subsystems 101. A user can aso correspond to a medical
entity such as a hospital, medical clinic, establishment that
utilizes medical scans, establishment that employs one or
more of the medical professionals described, an establish-
ment associated with administering one or more subsystems,
or other entity. A user can also correspond to a particular
client device 120 or account that can be accessed one or
more medical professionals or other employees at the same
or different medical entities. Each user profile entry can have
a corresponding user profile identifier 355.

A user profile entry 354 can include basic user data 510,
which can include identifying information 511 correspond-
ing to the user such as aname, contact information, account/
login/password information, geographic location informa-
tion such as geographic region data 424, and/or other basic
information. Basic user data 510 can include affiliation data
512, which can list one or more medical entities or other
establishments the user is affiliated with, for example, if the
user corresponds to a single person such as a medical
professional, or if the user corresponds to a hospital in a
network of hospitals. The affiliation data 512 can include
one or more corresponding user profile identifiers 355 and/or
basic user data 510 if the corresponding &ffiliated medical
entity or other establishment has its own entry in the user
database. The user identifier data can include employee data
513 listing one or more employees, such as medical profes-
sionals with their own user profile entries 354, for example,
if the user corresponds to a medical entity or supervising
medical professional of other medical professional employ-
ees, and can list auser profileidentifier 355 and/or basic user
data 510 for each employee. The basic user data 510 can also
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include imaging machine data 514, which can include a list
of machines affiliated with the user which can include
machine identifiers, model information, calibration informa-
tion, scan type information, or other data corresponding to
each machine, for example, corresponding to the machine
data 425. The user profile entry can include client device
data 515, which can include identifiers for one or more client
devices associated with the user, for example, alowing
subsystems 101 to send data to a client device 120 corre-
sponding to a selected user based on the client device data
and/or to determine a user that data was received by deter-
mining the client device from which the data was received.

The user profile entry can include usage data 520 which
can include identifying information for a plurality of usages
by the user in conjunction with using one or more subsys-
tems 101. This can include consumption usage data 521,
which can include a listing of, or aggregate data associated
with, usages of one or more subsystems by the user, for
example, where the user is utilizing the subsystem as a
service. For example, the consumption usage data 521 can
correspond to each instance where diagnosis data was sent
to the user for medica scans provided to the user in
conjunction with the medical scan diagnosing system 108
and/or the medical scan assisted review system 102. Some
or al of consumption usage data 521 can include training
usage data 522, corresponding to usage in conjunction with
a certification program or other user training provided by
one or more subsystems. The training usage data 522 can
correspond to each instance where diagnosis feedback data
was provided by user for a medica scan with known
diagnosis data, but diagnosis feedback datais not utilized by
a subsystem to generate, edit, and/or confirm diagnosis data
440 of themedical scan, asitisinstead utilized to train auser
and/or determine performance data for a user.

Usage data 520 can include contribution usage data 523,
which can include a listing of, or aggregate data associated
with, usages of one or more subsystems 101 by the user, for
example, where the user is generating and/or otherwise
providing data and/or feedback that can is utilized by the
subsystems, for example, to generate, edit, and/or confirm
diagnosis data 440 and/or to otherwise populate, modify, or
confirm portions of the medical scan database or other
subsystem data. For example, the contribution usage data
523 can correspond to diagnosis feedback data received
from user, used to generate, edit, and/or confirm diagnosis
data. The contribution usage data 523 can include interactive
interface feature data 524 corresponding to the interactive
interface features utilized with respect to the contribution.

The consumption usage data 521 and/or the contribution
usage data 523 can include medical scan entry 352 whose
entries the user utilized and/or contributed to, can indicate
one or more specific attributes of a medical scan entry 352
that a user utilized and/or contributed to, and/or alog of the
user input generated by a client device of the user in
conjunction with the data usage. The contribution usage data
523 can include the diagnosis data that the user may have
generated and/or reviewed, for example, indicated by,
mapped to, and/or used to generate the annotation author
data 450 of corresponding medical scan entries 352. Some
usages may correspond to both consumption usage of the
consumption usage data 521 and contribution usage of the
contribution usage data 523. The usage data 520 can also
indicate one or more subsystems 101 that correspond to each
consumption and/or contribution.

The user profile entry can include performance score data
530. This can include one or more performance scores
generated based on the contribution usage data 523 and/or
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training usage data 522. The performance scores can include
separate performance scores generated for every contribu-
tion in the contribution usage data 523 and/or training usage
data 522 and/or generated for every training consumption
usages corresponding to atraining program. As used herein,
a “high” performance score refers to a more favorable
performance or rating than a “low” performance score.

The performance score data can include accuracy score
data 531, which can be generated automatically by a sub-
system for each contribution, for example, based on com-
paring diagnosis data received from a user to data to known
truth data such as medical scans with a truth flag 461, for
example, retrieved from the corresponding medical scan
entry 352 and/or based on other data corresponding to the
medical scan, for example, received from an expert user that
later reviewed the contribution usage data of the user and/or
generated automatically by a subsystem. The accuracy score
data 531 can include an aggregate accuracy score generated
automatically by a subsystem, for example, based on the
accuracy data of multiple contributions by the user over
time.

The performance data can also include efficiency score
data 532 generated automatically by a subsystem for each
contribution based on an amount of time taken to complete
a contribution, for example, from a time the request for a
contribution was sent to the client device to a time that the
contribution was received from the client device, based on
timing data received from the client device itself, and/or
based on other factors. The efficiency score can include an
aggregate efficiency score, which can be generated auto-
matically by a subsystem based on the individual efficiency
scores over time and/or based on determining a contribution
completion rate, for example based on determining how
many contributions were completed in afixed time window.

Aggregate performance score data 533 can be generated
automatically by a subsystem based on the aggregate effi-
ciency and/or accuracy data. The aggregate performance
data can include categorized performance data 534, for
example, corresponding to different scan types, different
anatomica regions, different subsystems, different interac-
tive interface features and/or display parameters. The cat-
egorized performance data 534 can be determined automati-
cally by a subsystem based on the scan type data 421 and/or
anatomical region data 422 of the medical scan associated
with each contribution, one or more subsystems 101 asso-
ciated with each contribution, and/or interactive interface
feature data 524 associated with each contribution. The
aggregate performance data can also be based on perfor-
mance score data 530 of individual employees if the user
correspondsto amedical entity, for example, retrieved based
on user profile identifiers 355 included in the employee data
513. The performance score data can also include ranking
data 535, which can include an overall ranking or catego-
rized rankings, for example, generated automaticaly by a
subsystem or the database itself based on the aggregate
performance data.

In some embodiments, aggregate data for each user can be
further broken down based on scores for distinct scan
categories, for example, based on the scan classifier data
420, for example, where a first aggregate data score is
generated for a user “A” based on scores from all knee
x-rays, and a second aggregate data score is generated for
user A based on scores from all chest CT scans. Aggregate
datafor each user can be further based on scores for distinct
diagnosis categories, where a first aggregate data score is
generated for user A based on scores from all normal scans,
and a second aggregate data score is generated for user A
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based on scores from all scans that contain an abnormality.
This can be further broken down, where a first aggregate
score is generated for user A based on all scores from scans
that contain an abnormality of a first type and/or in a first
anatomical location, and a second aggregate score is gen-
erated for A based on all scores from scans that contain an
abnormality of a second type and/or in a second location.
Aggregate data for each user can be further based on
affiliation data, where a ranking is generated for a medical
professiona “B” based on scores from all medical profes-
sionals with the same affiliation data, and/or where aranking
is generated for a hospital “C” based on scores for all
hospitals, all hospitals in the same geographical region, etc.
Aggregate data for each user can be further based on scores
for interface features, where a first aggregate data score is
generated for user A based on scores using a first interface
feature, and a second aggregate data score is generated for
user A based on scores using a first interface feature.

The user profile entry can include qualification data 540.
The qualification data can include experience data 541 such
as education data, professiona practice data, number of
years practicing, awards received, etc. The qualification data
540 can aso include certification data 542 corresponding to
certifications earned based on contributions to one or more
subsystems, for example, assigned to users automatically by
asubsystem based on the performance score data 530 and/or
based on anumber of contributionsin the contribution usage
data 523 and/or training usage data 522. For example, the
certifications can correspond to standard and/or recognized
certifications to train medical professionals and/or incentiv-
ize medical professionals to use the system. The qualifica-
tion data 540 can include expert data 543. The expert data
543 can include a binary expert identifier, which can be
generated automatically by a subsystem based on experience
data 541, certification data 542, and/or the performance
score data 530, and can indicate whether the user is an expert
user. The expert data 543 can include a plurality of catego-
rized binary expert identifiers corresponding to a plurality of
qualification categories corresponding to corresponding to
scan types, anatomical regions, and/or the particular sub-
systems. The categorized binary expert identifiers can be
generated automatically by a subsystem based on the cat-
egorized performance data 534 and/or the experience data
541. The categories be ranked by performance score in each
category to indicate particular specialties. The expert data
543 can also include an expert ranking or categorized expert
ranking with respect to all experts in the system.

The user profile entry can include subscription data 550,
which can include a selected one of a plurality of subscrip-
tion options that the user has subscribed to. For example, the
subscription options can correspond to allowed usage of one
or more subsystems, such as a number of times a user can
utilize a subsystem in a month, and/or to a certification
program, for example paid for by a user to receive training
to earn a subsystem certification of certification data 542.
The subscription data can include subscription expiration
information, and/or billing information. The subscription
data can also include subscription status data 551, which can
for example indicate a number of remaining usages of a
system and/or available credit information. For example, the
remaining number of usages can decrease and/or available
credit can decrease in response to usages that utilize one or
more subsystems as a service, for example, indicated in the
consumption usage data 521 and/or training usage data 522.
In some embodiments, the remaining number of usages can
increase and/or available credit can increase in response to
usages that correspond to contributions, for example, based
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on the contribution usage data 523. An increase in credit can
be variable, and can be based on a determined quality of
each contribution, for example, based on the performance
score data 530 corresponding to the contribution where a
higher performance score correspondsto ahigher increasein
credit, based on scan priority data 427 of the medical scan
where contributing to higher priority scans correspondsto a
higher increase in credit, or based on other factors.

The user profile entry 354 can include interface prefer-
ence data 560. The interface preference data can include a
preferred interactive interface feature set 561, which can
include one or more interactive interface feature identifiers
and/or one or moreinteractive interface version identifiers of
interface feature entries 358 and/or version identifiers of the
interface features. Some or all of the interface features of the
preferred interactive interface feature set 561 can correspond
to display parameter data 470 of medical scans. The pre-
ferred interactive interface feature set 561 can include a
single interactive feature identifier for one or more feature
types and/or interface types, and/or can include a single
interactive interface version identifier for one or more inter-
face categories. The preferred interactive interface feature
set 561 can include a ranking of multiple features for the
same feature type and/or interface type. The ranked and/or
unranked preferred interactive interface feature set 561 can
be generated based on user input to an interactive interface
of the client device to select and/or rank some or al of the
interface features and/or versions. Some or all of the features
and/or versions of the preferred interactive feature set can be
selected and/or ranked automatically by a subsystem such as
the medical scan interface evaluator system, for example
based on interface feature performance score data and/or
feature popularity data. Alternatively or in addition, the
performance score data 530 can be utilized by a subsystem
to automatically determine the preferred interactive feature
set, for example, based on the scores in different feature-
based categories of the categorized performance data 534.

The user profile entry 354 can include report formatting
data 570, which can indicate report formatting preferences
indicated by the user. This can include font, text size, header
data, bulleting or numbering type, margins, file type, pref-
erences for including one or more full or cropped image
dlices 412, preferences for including similar medical scans,
preferences for including additional medical scans in
reports, or other formatting preference to list natural lan-
guage text data and/or image data corresponding to each
abnormality. Some or al of the report formatting data 570
can be based on interface preference data 560. The report
formatting data 570 can be used by one or more subsystems
to automatically generate report data 449 of medical scans
based on the preferences of the requesting user.

FIG. 5B presents an embodiment of a medical scan
analysis function entry 356, stored in medical scan anaysis
function database 346 or otherwise associated with one of a
plurality of medical scan analysis functions trained by
and/or utilized by one or more subsystems 101. For
example, a medical scan analysis function can include one
or more medical scan image analysis functions trained by
the medical scan image analysis system 112; one or more
medical scan natural language analysis functions trained by
the medical scan natural language analysis system 114; one
or more medical scan similarity analysis function trained by
the medical scan image analysis system 112, the medical
scan natural language analysis system 114, and/or the medi-
cal scan comparison system 116; one or more medical report
generator functions trained by the medical scan natura
language analysis system 114 and/or the medical scan image
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analysis system 112, and/or the medica report anaysis
function trained by the medical scan natural language analy-
sis system 114. Some or &l of the medical scan analysis
functions can correspond to medical scan inference func-
tions of the medical scan diagnosing system 108, the de-
identification function and/or the inference functions uti-
lized by a medical picture archive integration system as
discussed in conjunction with FIGS. 8A-8F, or other func-
tions and/or processes described herein in conjunction with
one or more subsystems 101. Each medical scan anaysis
function entry 356 can include a medica scan analysis
function identifier 357.

A medical scan analysis function entry 356 can include
function classifier data 610. Function classifier data 610 can
include input and output types corresponding to the func-
tion. For example the function classifier data can include
input scan category 611 that indicates which types of scans
can be used as input to the medical scan analysis function.
For example, input scan category 611 can indicate that a
medical scan analysis function is for chest CT scans from a
particular hospital or other medical entity. The input scan
category 611 can include one or more categories included in
scan classifier data 420. In various embodiments, the input
scan category 611 corresponds to the types of medical scans
that were used to train the medical scan analysis function.
Function classifier data610 can a so include output type data
612 that characterizes the type of output that will be pro-
duced by the function, for example, indicating that amedical
scan analysis function is used to generate medical codes447.
The input scan category 611 can aso include information
identifying which subsystems 101 are responsible for run-
ning the medical scan analysis function.

A medical scan analysis function entry 356 can include
training parameters 620. This can include training set data
621, which can include identifiers for the data used to train
the medical scan analysis function, such as a set of medical
scan identifiers 353 corresponding to the medical scans used
to train the medical scan analysis function, alist of medical
scan reports and corresponding medical codes used to train
the medical scan analysis function, etc. Alternatively or in
addition to identifying particular scans of the training set, the
training set data 621 can identify training set criteria, such
as necessary scan classifier data 420, necessary abnormality
locations, classifiers, or other criteria corresponding to
abnormality annotation data442, necessary confidence score
data 460, for example, indicating that only medical scans
with diagnosis data 440 assigned a truth flag 461 or with
confidence score data 460 otherwise comparing favorably to
a training set confidence score threshold are included, a
number of medical scansto be included and proportion data
corresponding to different criteria, or other criteria used to
populate a training set with data of medical scans. Training
parameters 620 can include model type data 622 indicating
one or more types of model, methods, and/or training
functions used to determine the medical scan analysis func-
tion by utilizing the training set 621. Training parameters
620 can include model parameter data 623 that can include
a set of features of the training data selected to train the
medical scan analysis function, determined values for
weights corresponding to selected input and output features,
determined values for model parameters corresponding to
the model itself, etc. The training parameter data can aso
include testing data 624, which can identify a test set of
medical scans or other data used to test the medical scan
analysis function. The test set can be a subset of training set
621, include completely separate data than training set 621,
and/or overlap with training set 621. Alternatively or in
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addition, testing data 624 can include validation parameters
such as a percentage of data that will be randomly or
pseudo-randomly selected from the training set for testing,
parameters characterizing a cross validation process, or
other information regarding testing. Training parameters 620
can aso include training error data 625 that indicates a
training error associated with the medical scan analysis
function, for example, based on applying cross validation
indicated in testing data 624.

A medical scan analysis function entry 356 can include
performance score data 630. Performance data can include
model accuracy data 631, for example, generated and/or
updated based on the accuracy of the function when per-
formed on new data. For example, the model accuracy data
631 can include or be cal cul ated based on the model error for
determined for individual uses, for example, generated by
comparing the output of the medical scan anaysis function
to corresponding data generated by user input to interactive
interface 275 in conjunction with a subsystem 101 and/or
generated by comparing the output of the medical scan
analysis function to medical scanswith atruth flag 461. The
model accuracy data 631 can include aggregate model
accuracy data computed based on model error of individual
uses of the function over time. The performance score data
630 can also include model efficiency data 632, which can
be generated based on how quickly the medical scan analy-
sis function performs, how much memory is utilized by
medical scan analysis function, or other efficiency data
relating to the medical scan analysis function. Some or all of
the performance score data 630 can be based on training
error data 625 or other accuracy and/or efficiency data
determined during training and/or validation. As used
herein, a “high” performance score refers to a more favor-
able performance or rating than a“low” performance score.

A medical scan analysis function entry 356 can include
version data 640. The version data can include a version
identifier 641. The version data can indicate one or more
previous version identifiers 642, which can map to version
identifiers 641 stored in other medical scan analysisfunction
entry 356 that correspond to previous versions of the func-
tion. Alternatively or in addition, the version data can
indicate multiple versions of the same type based on func-
tion classifier data 610, can indicate the corresponding order
and/or rank of the versions, and/or can indicate training
parameters 620 associated with each version.

A medical scan anaysis function entry 356 can include
remediation data 650. Remediation data 650 can include
remediation instruction data 651 which can indicate the
stepsin aremediation processindicating how amedical scan
analysisfunction istaken out of commission and/or reverted
to a previous version in the case that remediation is neces-
sary. The version data 640 can further include remediation
criteria data 652, which can include threshold data or other
criteriaused to automatically determine when remediation is
necessary. For example, the remediation criteria data 652
can indicate that remediation is necessary at any time where
the model accuracy data and/or the model efficiency data
compares unfavorably to an indicated model accuracy
threshold and/or indicated model efficiency threshold. The
remediation data 650 can also include recommissioning
instruction data 653, identifying required criteria for recom-
missioning amedical scan analysis function and/or updating
amedical scan analysis function. The remediation data 650
can also include remediation history, indicating one or more
instances that the medical scan analysis function was taken
out of commission and/or was recommissioned.
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FIGS. 6A and 6B present an embodiment of a medical
scan diagnosing system 108. The medical scan diagnosing
system 108 can generate inference data 1110 for medica
scans by utilizing a set of medical scan inference functions
1105, stored and run localy, stored and run by another
subsystem 101, and/or stored in the medical scan analysis
function database 346, where the function and/or parameters
of the function can be retrieved from the database by the
medical scan diagnosing system. For example, the set of
medical scan inference function 1105 can include some or
all medical scan analysis functions described herein or other
functionsthat generate inference data 1110 based on some or
all data corresponding to amedical scan such as some or all
data of a medical scan entry 352. Each medica scan
inference function 1105 in the set can correspond to a scan
category 1120, and can be trained on a set of medical scans
that compare favorably to the scan category 1120. For
example, each inference function can be trained on a set of
medical scans of the one or more same scan classifier data
420, such asthe same and/or similar scan types, same and/or
similar anatomical regions locations, same and/or similar
machine models, same and/or similar machine calibration,
same and/or similar contrasting agent used, same and/or
similar originating entity, same and/or similar geographical
region, and/or other classifiers. Thus, the scan categories
1120 can correspond to one or more of a scan type, scan
anatomical region data, hospital or other originating entity
data, machine model data, machine calibration data, contrast
agent data, geographic region data, and/or other scan clas-
sifying data 420. For example, afirst medical scan inference
function can be directed to characterizing knee x-rays, and
a second medical scan inference function can be directed to
chest CT scans. As another example, a first medical scan
inference function can be directed to characterizing CT
scans from afirst hospital, and a second medical scan image
analysis function can be directed to characterizing CT scans
from a second hospital.

Training on these categorized sets separately can ensure
each medical scan inference function 1105 is calibrated
according to its scan category 1120, for example, allowing
different inference functions to be calibrated on type spe-
cific, anatomical region specific, hospital specific, machine
model specific, and/or region-specific tendencies and/or
discrepancies. Some or all of the medical scan inference
functions 1105 can be trained by the medical scan image
analysis system and/or the medical scan natural language
processing system, and/or some medical scan inference
functions 1105 can utilize both image analysis and natural
language analysis techniques to generate inference data
1110. For example, someor all of theinference functions can
utilize image analysis of the medical scan image data 410
and/or natural language data extracted from abnormality
annotation data 442 and/or report data 449 as input, and
generate diagnosis data 440 such as medical codes 447 as
output. Each medical scan inference function can utilize the
same or different learning models to train on the same or
different features of the medical scan data, with the same or
different model parameters, for example indicated in the
model type data 622 and model parameter data 623. Model
type and/or parameters can be selected for a particular
medical scan inference function based on particular charac-
teristics of the one or more corresponding scan categories
1120, and some or al of theindicated in the model type data
622 and model parameter data 623 can be selected auto-
matically by a subsystem during the training process based
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on the particular learned and/or otherwise determined char-
acteristics of the one or more corresponding scan categories
1120.

AsshowninFIG. 6A, the medical scan diagnosing system
108 can automatically select a medical scan for processing
in response to receiving it from a medical entity via the
network. Alternatively, the medical scan diagnosing system
108 can automatically retrieve a medical scan from the
medical scan database that is selected based on a request
received from a user for a particular scan and/or based on a
queue of scans automatically ordered by the medical scan
diagnosing system 108 or another subsystem based on scan
priority data 427.

Once a medical scan to be processed is determined, the
medical scan diagnosing system 108 can automatically
select an inference function 1105 based on a determined
scan category 1120 of the selected medical scan and based
on corresponding inference function scan categories. The
scan category 1120 of a scan can be determined based one
some or all of the scan classifier data 420 and/or based on
other metadata associated with the scan. This can include
determining which one of the pluraity of medical scan
inference functions 1105 matches or otherwise compares
favorably to the scan category 1120, for example, by com-
paring the scan category 1120 to the input scan category of
the function classifier data 610.

Alternatively or in addition, the medical scan diagnosing
system 108 can automatically determine which medical scan
inference function 1105 is utilized based on an output
preference that corresponding to a desired type of inference
data 1110 that is outputted by an inference function 1105.
The output preference designated by a user of the medical
scan diagnosing system 108 and/or based on the function of
a subsystem 101 utilizing the medical scan diagnosing
system 108. For example, the set of inference functions 1105
can include inference functions that are utilized to indicate
whether or not a medical scan is normal, to automaticaly
identify at least one abnormality in the scan, to automatically
characterize the at least one abnormality in the scan, to
assign one or more medical codes to the scan, to generate
natural language text data and/or a formatted report for the
scan, and/or to automatically generate other diagnosis data
such as some or al of diagnosis data 440 based on the
medical scan. Alternatively or in addition, some inference
functions can aso be utilized to automatically generate
confidence score data 460, display parameter data 470,
and/or similar scan data 480. The medical scan diagnosing
system 108 can compare the output preference to the output
type data 612 of the medical scan inference function 1105 to
determine the selected inference function 1105. For
example, this can be used to decide between afirst medical
scan inference function that automatically generates medical
codes and a second medical scan inference function that
automatically generates natural language text for medical
reports based on the desired type of inference data 1110.

Prior to performing the selected medical scan inference
function 1105, the medical scan diagnosing system 108 can
automatically perform an input quality assurance function
1106 to ensure the scan classifier data 420 or other metadata
of the medical scan accurately classifies the medical scan
such that the appropriate medical scan inference function
1105 of the appropriate scan category 1120 is selected. The
input quality assurance function can be trained on, for
example, medical scan image data 410 of plurality of
previous medical scans with verified scan categories. Thus,
the input quality assurance function 1106 can take medical
scan image data 410 as input and can generate an inferred
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scan category as output. The inferred scan category can be
compared to the scan category 1120 of the scan, and the
input quality assurance function 1106 can determine whether
or not the scan category 1120 is appropriate by determining
whether the scan category 1120 compares favorably to the
automatically generated inferred scan category. The input
quality assurance function 1106 can aso be utilized to
reassign the generated inferred scan category to the scan
category 1120 when the scan category 1120 compares favor-
ably to the automatically generated inferred scan category.
The input quality assurance function 1106 can aso be
utilized to assign the generated inferred scan category to the
scan category 1120 for incoming medical scans that do not
include any classifying data, and/or to add classifiersin scan
classifier data 420 to medical scans missing one or more
classifiers.

In various embodiments, upon utilizing the input quality
assurance function 1106 to determine that the scan category
1120 determined by a scan classifier data 420 or other
metadata is inaccurate, the medical scan diagnosing system
108 can transmit an alert and/or an automatically generated
inferred scan category to the medical entity indicating that
the scan is incorrectly classified in the scan classifier data
420 or other metadata. In some embodiments, the medical
scan diagnosing system 108 can automatically update per-
formance score data corresponding to the originating entity
of the scan indicated in originating entity data 423, or
another user or entity responsible for classifying the scan,
for example, where a lower performance score is generated
in response to determining that the scan was incorrectly
classified and/or where a higher performance score is gen-
erated in response to determining that the scan was correctly
classified.

In some embodiments, the medical scan diagnosing sys-
tem 108 can transmit the medical scan and/or the automati-
cally generated inferred scan category to a selected user. The
user can be presented the medical scan image data 410
and/or other data of the medical scan via the interactive
interface 275, for example, displayed in conjunction with the
medical scan assisted review system 102. The interface can
prompt the user to indicate the appropriate scan category
1120 and/or prompt the user to confirm and/or edit the
inferred scan category, also presented to the user. For
example, scan review data can be automatically generated to
reflect the user generated and/or verified scan category 1120,
This user indicated scan category 1120 can be utilized to
select to the medical scan inference function 1105 and/or to
update the scan classifier data 420 or other metadata accord-
ingly. In some embodiments, for example, where the scan
review data indicates that the selected user disagrees with
the automatically generated inferred scan category created
by the input quality assurance function 1106, the medical
scan diagnosing system 108 can automatically update per-
formance score data 630 of the input quality assurance
function 1106 by generating alow performance score and/or
determine to enter the remediation step 1140 for the input
quality assurance function 1106.

The medical scan diagnosing system 108 can also auto-
matically perform an output quality assurance step after a
medical scan inference function 1105 has been performed on
a medical scan to produce the inference data 1110, as
illustrated in the embodiment presented in FIG. 6B. The
output quality assurance step can be utilized to ensure that
the selected medical scan inference function 1105 generated
appropriate inference data 1110 based on expert feedback.
The inference data 1110 generated by performing the
selected medical scan inference function 1105 can be sent to
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a client device 120 of a selected expert user, such as an
expert user in the user database selected based on catego-
rized performance data and/or qualification data that corre-
sponds to the scan category 1120 and/or the inference itself,
for example, by selecting an expert user best suited to review
an identified abnormality classifier category 444 and/or
abnormality pattern category 446 in the inference data 1110
based on categorized performance data and/or qualification
dataof acorresponding user entry. The selected user can aso
correspond to amedical professional or other user employed
at the originating entity and/or corresponding to the origi-
nating medical professional, indicated in the originating
entity data 423.

FIG. 6B illustrates an embodiment of the medical scan
diagnosing system 108 in conjunction with performing a
remediation step 1140. The medical scan diagnosing system
108 can monitor the performance of the set of medical scan
inference functions 1105, for example, based on evaluating
inference accuracy data outputted by an inference data
evaluation function and/or based monitoring on the perfor-
mance score data 630 in the medical scan analysis function
database, and can determine whether or not if the corre-
sponding medical scan inference function 1105 is perform-
ing properly. This can include, for example, determining if
a remediation step 1140 is necessary for a medical scan
inference function 1105, for example, by comparing the
performance score data 630 and/or inference accuracy data
to remediation criteria data 652. Determining if a remedia-
tion step 1140 is necessary can also be based on receiving an
indication from the expert user or another user that reme-
diation is necessary for one or more identified medical scan
inference functions 1105 and/or for all of the medical scan
inference functions 1105.

In various embodiments, a remediation evaluation func-
tion is utilized to determine if a remediation step 1140 is
necessary for medical scan inference function 1105. The
remediation evaluation function can include determining
that remediation is necessary when recent accuracy data
and/or efficiency data of a particular medical scan inference
function 1105 is below the normal performance level of the
particular inference function. The remediation evaluation
function can include determining that remediation is neces-
sary when recent or overall accuracy data and/or efficiency
data of a particular medical scan inference function 1105 is
below arecent or overall average for all or similar medical
scan inference functions 1105. The remediation evaluation
function can include determining that remediation is neces-
sary only after athreshold number of incorrect diagnoses are
made. In various embodiments, multiple threshold number
of incorrect diagnoses correspond to different diagnoses
categories. For example, the threshold number of incorrect
diagnoses for remediation can be higher for false negative
diagnoses than false positive diagnoses. Similarly, catego-
ries corresponding to different diagnosis severities and/or
rarities can have different thresholds, for example where a
threshold number of more severe and/or more rare diagnoses
that were inaccurate to necessitate remediation is lower than
athreshold number of less severe and/or less rare diagnoses
that were inaccurate.

The remediation step 1140 can include automatically
updating an identified medical inference function 1105. This
can include automatically retraining identified medical infer-
ence function 1105 on the same training set or on a new
training set that includes new data, data with higher corre-
sponding confidence scores, or data selected based on new
training set criteria. The identified medical inference func-
tion 1105 can also be updated and/or changed based on the
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review data received from the client device. For example,
the medical scan and expert feedback data can be added to
the training set of the medical scan inference function 1105,
and the medical scan inference function 1105 can be
retrained on the updated training set. Alternatively or in
addition, the expert user can identify additional parameters
and/or rules in the expert feedback data based on the errors
made by the inference function in generating the inference
data 1110 for the medical scan, and these parameters and/or
rules can be applied to update the medical scan inference
function, for example, by updating the model type data 622
and/or model parameter data 623.

The remediation step 1140 can aso include determining
to split a scan category 1120 into two or more subcategories.
Thus, two or more new medica scan inference functions
1105 can be created, where each new medical scan inference
functions 1105 is trained on a corresponding training set that
is a subset of the original training set and/or includes new
medical scan data corresponding to the subcategory. This
can alow medical scan inference functions 1105 to become
more specialized and/or alow functions to utilize charac-
teristics and/or discrepancies specific to the subcategory
when generating inference data 1110. Similarly, a new scan
category 1120 that was not previously represented by any of
the medical scan inference functions 1105 can be added in
the remediation step, and a new medica scan inference
functions 1105 can be trained on a new set of medical scan
data that corresponds to the new scan category 1120. Split-
ting a scan category and/or adding a scan category can be
determined automatically by the medical scan diagnosing
system 108 when performing the remediation step 1140, for
example, based on performance score data 630. This can
also be determined based on receiving instructions to split a
category and/or add a new scan category from the expert
user or other user of the system.

After amedical scan inference function 1105 isupdated or
created for the first time, the remediation step 1140 can
further undergo a commissioning test, which can include
rigorous testing of the medical scan inference function 1105
on atesting set, for example, based on the training param-
eters 620. For example, the commissioning test can be
passed when the medical scan inference function 1105
generates a threshold number of correct inference data 1110
and/or the test can be passed if an overal or average
discrepancy level between the inference data and the test
datais below a set error threshold. The commissioning test
can aso evaluate efficiency, where the medical scan infer-
ence function 1105 only passes the commissioning test if it
performs at or exceeds a threshold efficiency level. If the
medical scan inference function 1105 fails the commission-
ing test, the model type and/or model parameters can be
modified automatically or based on user input, and the
medical scan inference function can be retested, continuing
this process until the medical scan inference function 1105
passes the commissioning test.

The remediation step 1140 can include decommissioning
the medical scan inference function 1105, for example,
while the medical scan inference function is being retrained
and/or is undergoing the commissioning test. Incoming
scans to the medical scan diagnosing system 108 with ascan
category 1120 corresponding to a decommissioned medical
scan inference function 1105 can be sent directly to review
by one or more users, for example, in conjunction with the
medical scan annotator system 106. These user-reviewed
medical scans and corresponding annotations can be
included in an updated training set used to train the decom-
missioned medical scan inference function 1105 as part of
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the remediation step 1140. In some embodiments, previous
versions of the plurality of medical scan image analysis
functions can be stored in memory of the medical scan
diagnosing system and/or can be determined based on the
version data 640 of a medical scan inference function 1105.
A previous version of a medical scan inference function
1105, such as most recent version or version with the highest
performance score, can be utilized during the remediation
step 1140 as an aternative to sending all medical scans to
user review.

A medica scan inference function can also undergo the
remediation step 1140 automatically in response to a hard-
ware and/or software update on processing, memory, and/or
other computing devices where the medical scan inference
function 1105 is stored and/or performed. Different medical
scan inference functions 1105 can be containerized on their
own devices by utilizing a micro-service architecture, so
hardware and/or software updates may only necessitate that
one of the medical scan inference functions 1105 undergo
the remediation step 1140 while the others remain unaf-
fected. A medical scan inference function 1105 can also
undergo the remediation step 1140 automatically in response
to normal system boot-up, and/or periodicaly in fixed
intervals. For example, in response to a scheduled or auto-
matically detected hardware and/or software update, change,
or issue, one or more medical scan inference functions 1105
affected by this hardware or software can be taken out of
commission until they each pass the commissioning test.
Such criteriacan beindicated in the remediation criteria data
652.

The medical scan diagnosing system 108 can automati-
cally manage usage data, subscription data, and/or hilling
datafor the plurality of users corresponding to user usage of
the system, for example, by utilizing, generating, and/or
updating some or al of the subscription data of the user
database. Users can pay for subscriptions to the system,
which can include different subscription levels that can
correspond to different costs. For example, a hospital can
pay a monthly cost to automatically diagnose up to 100
medical scans per month. The hospital can choose to
upgrade their subscription or pay per-scan costs for auto-
matic diagnosing of additional scansreceived after the quota
is reached and/or the medical scan diagnosing system 108
can automatically send medical scans received after the
quota is reached to an expert user associated with the
hospital. In various embodiments incentive programs can be
used by the medical scan diagnosing system to encourage
experts to review medical scans from different medical
entities. For example, an expert can receive credit to their
account and/or subscription upgrades for every medical scan
reviewed, or after a threshold number of medical scans are
reviewed. The incentive programs can include interactions
by a user with other subsystems, for example, based on
contributions made to medical scan entries via interaction
with other subsystems.

FIG. 7A presents an embodiment of amedical scanimage
analysis system 112. A training set of medical scans used to
train one more medical scan image analysis functions can be
received from one or more client devices via the network
and/or can be retrieved from the medical scan database 342,
for example, based on training set data 621 corresponding to
medical scan image analysis functions. Training set criteria,
for example, identified in training parameters 620 of the
medical scan image analysis function, can be utilized to
automatically identify and select medical scans to be
included in the training set from a plurality of available
medical scans. The training set criteria can be automatically
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generated based on, for example, previously learned criteria,
and/or training set criteria can be received via the network,
for example, from an administrator of the medical scan
image anaysis system. The training set criteria can include
a minimum training set size. The training set criteria can
include data integrity requirements for medical scansin the
training set such as requiring that the medical scan is
assigned a truth flag 461, requiring that performance score
data for a hospital and/or medical professional associated
with the medical scan compares favorably to a performance
score threshold, requiring that the medical scan has been
reviewed by at least a threshold number of medical profes-
sionals, requiring that the medical scan and/or a diagnosis
corresponding to a patient file of the medical scan is older
than a threshold elapsed time period, or based on other
criteria intended to insure that the medical scans and asso-
ciated data in the training set is reliable enough to be
considered “truth” data. The training set criteria can include
longitudinal requirements such the number of required sub-
sequent medical scans for the patient, multiple required
types of additional scans for the patient, and/or other patient
file requirements.

The training set criteria can include quota and/or propor-
tion requirements for one or more medical scan classifica-
tion data. For example, the training set criteria can include
meeting quota and/or proportion requirements for one or
more scan types and/or human body location of scans,
meeting quota or proportion requirements for a number of
normal medical scans and a number of medicals scans with
identified abnormalities, meeting quota and/or proportion
requirements for anumber of medical scanswith abnormali-
ties in certain locations and/or a number of medical scans
with abnormalities that meet certain size, type, or other
characteristics, meeting quota and/or proportion data for a
number of medical scans with certain diagnosis or certain
corresponding medical codes, and/or meeting other identi-
fied quota and/or proportion data relating to metadata,
patient data, or other data associated with the medical scans.

In some embodiments, multiple training sets are created
to generate corresponding medical scan image analysis
functions, for example, corresponding to some or al of the
set of medical scan inference functions 1105. Some or all
training sets can be categorized based on some or all of the
scan classifier data 420 as described in conjunction with the
medical scan diagnosing system 108, where medical scans
are included in a training set based on their scan classifier
data 420 matching the scan category of the training set. In
some embodiments, the input quality assurance function
1106 or another input check step can be performed on
medical scans selected for each training set to confirm that
their corresponding scan classifier data 420 is correct. In
some embodiments, the input quality assurance function can
correspond to its own medical scan image analysis function,
trained by the medical scan image analysis system, where
the input quality assurance function utilizes high level
computer vision technology to determine a scan category
1120 and/or to confirm the scan classifier data 420 aready
assigned to the medical scan.

In some embodiments, the training set will be used to
create a single neural network model, or other model cor-
responding to model type data 622 and/or model parameter
data 623 of the medical scan image analysis function that
can be trained on some or al of the medical scan classifi-
cation data described above and/or other metadata, patient
data, or other data associated with the medical scans. In
other embodiments, a plurality of training sets will be
created to generate a pluraity of corresponding neural
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network models, where the multiple training sets are divided
based on some or &l of the medical scan classification data
described above and/or other metadata, patient data, or other
data associated with the medical scans. Each of the plurality
of neural network models can be generated based on the
same or different learning algorithm that utilizes the same or
different features of the medical scans in the corresponding
one of the plurality of training sets. The medical scan
classifications selected to segregate the medical scans into
multiple training sets can be received via the network, for
example based on input to an administrator client device
from an administrator. The medical scan classifications
selected to segregate the medical scans can be automatically
determined by the medical scan image analysis system, for
example, where an unsupervised clustering agorithm is
applied to the original training set to determine appropriate
medical scan classifications based on the output of the
unsupervised clustering algorithm.

In embodiments where the medical scan image analysis
system is used in conjunction with the medical scan diag-
nosing system, each of the medical scan image analysis
functions associated with each neural network model can
correspond to one of the plurality of neural network models
generated by the medical scan image analysis system. For
example, each of the plurality of neural network models can
be trained on a training set classified on scan type, scan
human body location, hospital or other originating entity
data, machine model data, machine calibration data, contrast
agent data, geographic region data, and/or other scan clas-
sifying data as discussed in conjunction with the medical
scan diagnosing system. In embodiments where the training
set classifiers are learned, the medical scan diagnosing
system can determine which of the medical scan image
analysis functions should be applied based on the learned
classifying criteriaused to segregate the original training set.

A computer vision-based learning algorithm used to cre-
ate each neura network model can include selecting a
three-dimensional subregion 1310 for each medical scan in
the training set. This three-dimensional subregion 1310 can
correspond to aregion that is“sampled” from the entire scan
that may represent a small fraction of the entire scan. Recall
that a medical scan can include a plurality of ordered
cross-sectional image dices. Selecting a three-dimensional
subregion 1310 can be accomplished by selecting a proper
image dlice subset 1320 of the plurality of cross-sectional
image slices from each of the plurality of medical scans, and
by further selecting a two-dimensiona subregion 1330 from
each of the selected subset of cross-sectional image slices of
the each of the medical scans. In some embodiments, the
selected image slices can include one or more non-consecu-
tive image dlices and thus a plurality of disconnected three-
dimensional subregions will be created. In other embodi-
ments, the selected proper subset of the plurality of image
slices correspond to a set of consecutive image slices, as to
ensure that a single, connected three-dimensional subregion
is selected. In some embodiments, entire scans of the
training set are used to train the neural network model. In
such embodiment, as used herein, the three-dimensional
subregion 1310 can refer to al of the medical scan image
data 410 of a medical scan.

In some embodiments, a density windowing step can be
applied to the full scan or the selected three-dimensional
subregion. The density windowing step can include utilizing
aselected upper density value cut off and/or a selected lower
density value cut off, and masking pixels with higher values
than the upper density value cut off and/or masking pixels
with lower values than the lower density value cut off. The
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upper density value cut off and/or a selected lower density
value cut off can be determined based on based on the range
and/or distribution of density values included in the region
that includes the abnormality, and/or based on the range
and/or distribution of density values associated with the
abnormality itself, based on user input to a subsystem, based
on display parameter data associated with the medical scan
or associated with medical scans of the same type, and/or
can be learned in the training step. In some embodiments, a
non-linear density windowing function can be applied to
alter the pixel density values, for example, to stretch or
compress contrast. In some embodiments, this density win-
dowing step can be performed as a data augmenting step, to
create additional training data for a medical scan in accor-
dance with different density windows.

Having determined the subregion training set 1315 of
three-dimensional subregions 1310 corresponding to the set
of full medical scans in the training set, the medical scan
image analysis system can complete atraining step 1352 by
performing a learning algorithm on the plurality of three-
dimensional subregions to generate model parameter data
1355 of acorresponding learning model. The learning model
can include one or more of a neura network, an artificial
neural network, a convolutional neural network, a Bayesian
model, a support vector machine model, a cluster anaysis
model, or other supervised or unsupervised learning model.
The model parameter data 1355 can generated by perform-
ing the learning algorithm 1350, and the model parameter
data 1355 can be utilized to determine the corresponding
medical scan image analysis functions. For example, some
or all of themodel parameter data 1355 can be mapped to the
medical scan analysis function in the model parameter data
623 or can otherwise define the medical scan anadysis
function.

The training step 1352 can include creating feature vec-
tors for each three-dimensional subregion of the training set
for use by the learning algorithm 1350 to generate the model
parameter data 1355. The feature vectors can include the
pixel data of the three-dimensional subregions such as
density values and/or grayscale values of each pixel based
on a determined density window. The feature vectors can
also include other features as additional input features or
desired output features, such as known abnormality data
such as location and/or classification data, patient history
data such as risk factor data or previous medical scans,
diagnosis data, responsible medical entity data, scan
machinery model or calibration data, contrast agent data,
medica code data, annotation data that can include raw or
processed natural language text data, scan type and/or ana-
tomical region data, or other data associated with the image,
such as some or al data of a medical scan entry 352.
Features can be selected based on administrator instructions
received via the network and/or can be determined based on
determining a feature set that reduces error in classifying
error, for example, by performing a cross-validation step on
multiple models created using different feature sets. The
feature vector can be split into an input feature vector and
output feature vector. The input feature vector can include
data that will be available in subsequent medical scan input,
which can include for example, the three-dimensional sub-
region pixel data and/or patient history data. The output
feature vector can include data that will be inferred in in
subsequent medical scan input and can include single output
value, such as a binary value indicating whether or not the
medical scan includes an abnormality or avalue correspond-
ing to one of a plurality of medical codes corresponding to
the image. The output feature vector can also include
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multiple values which can include abnormality location
and/or classification data, diagnosis data, or other output.
The output feature vector can also include a determined
upper density value cut off and/or lower density value cut
off, for example, characterizing which pixel vaues were
relevant to detecting and/or classifying an abnormality.
Features included in the output feature vector can be
selected to include features that are known in the training
set, but may not be known in subsequent medical scans such
as triaged scans to be diagnosed by the medical scan
diagnosing system, and/or scansto be labeled by the medical
scan report labeling system. The set of features in the input
feature vector and output feature vector, as well as the
importance of different features where each feature is
assigned a corresponding weight, can also be designated in
the model parameter data 1355.

Consider a medical scan image analysis function that
utilizes a neural network. The neural network can include a
plurdity of layers, where each layer includes a plurality of
neural nodes. Each node in one layer can have a connection
to someor al nodesin the next layer, where each connection
is defined by aweight value. Thus, the model parameter data
1355 caninclude aweight vector that includes weight values
for every connection in the network. Alternatively or in
addition, the model parameter data 1355 can include any
vector or set of parameters associated with the neural
network model, which can include an upper density value
cut off and/or lower density value cut off used to mask some
of the pixel data of an incoming image, kernel values, filter
parameters, bias parameters, and/or parameters characteriz-
ing one or more of aplurality of convolution functions of the
neural network model. The medical scan image anaysis
function can be utilized to produce the output vector as a
function of the input feature vector and the model parameter
data 1355 that characterizes the neural network model. In
particular, the medical scan image analysis function can
include performing a forward propagation step plurality of
neural network layers to produce an inferred output vector
based on the weight vector or other model parameter data
1355. Thus, the learning algorithm 1350 utilized in conjunc-
tion with a neural network model can include determining
the model parameter data 1355 corresponding to the neural
network model, for example, by populating the weight
vector with optimal weights that best reduce output error.

In particular, determining the model parameter data 1355
can include utilizing a backpropagation strategy. The for-
ward propagation al gorithm can be performed on at least one
input feature vector corresponding to at least one medical
scan in the training set to propagate the at least one input
feature vector through the plurality of neural network layers
based on initial and/or default model parameter data 1355,
such as an initial weight vector of initial weight values set
by an administrator or chosen at random. The at least one
output vector generated by performing the forward propa-
gation algorithm on the at least one input feature vector can
be compared to the corresponding at |east one known output
feature vector to determine an output error. Determining the
output error can include, for example, computing a vector
distance such asthe Euclidian distance, or squared Euclidian
distance, between the produced output vector and the known
output vector, and/or determining an average output error
such as an average Euclidian distance or squared Euclidian
distance if multiple input feature vectors were employed.
Next, gradient descent can be performed to determine an
updated weight vector based on the output error or average
output error. This gradient descent step can include com-
puting partial derivatives for the error with respect to each
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weight, or other parameter in the model parameter data
1355, at each layer starting with the output layer. Chain rule
can be utilized to iteratively compute the gradient with
respect to each weight or parameter at each previous layer
until all weight's gradients are computed. Next updated
weights, or other parameters in the model parameter data
1355, are generated by updating each weight based on its
corresponding calculated gradient. This process can be
repeated on at least one input feature vector, which can
include the same or different at least one feature vector used
in the previous iteration, based on the updated weight vector
and/or other updated parametersin the model parameter data
1355 to create anew updated weight vector and/or other new
updated parameters in the model parameter data 1355. This
process can continue to repeat until the output error con-
verges, the output error iswithin a certain error threshold, or
another criterion is reached to determine the most recently
updated weight vector and/or other model parameter data
1355 is optimal or otherwise determined for selection.

Having determined the medical scan neural network and
its final other model parameter data 1355, an inference step
1354 can be performed on new medical scans to produce
inference data 1370, such as inferred output vectors, as
shown in FIG. 7B. The inference step can include perform-
ing the forward propagation algorithm to propagate an input
feature vector through a plurality of neural network layers
based on the final model parameter data 1355, such as the
weight values of the final weight vector, to produce the
inference data. This inference step 1354 can correspond to
performing the medical scan image analysis function, as
defined by the final model parameter data 1355, on new
medical scans to generate the inference data 1370, for
example, in conjunction with the medical scan diagnosing
system 108 to generate inferred diagnosis data or other
selected output data for triaged medical scans based on its
corresponding the input feature vector.

The inference step 1354 can include applying the density
windowing step to new medical scans. Density window cut
off values and/or a non-linear density windowing function
that are learned can be automatically applied when perform-
ing the inference step. For example, if the training step 1352
was used to determine optimal upper density value cut off
and/or lower density value cut off values to designate an
optimal density window, the inference step 1354 can include
masking pixels of incoming scans that fall outside of this
determined density window before applying the forward
propagation agorithm. As another example, if learned
parameters of one or more convolutional functions corre-
spond to the optimal upper density value cut off and/or lower
density value cut off values, the density windowing step is
inherently applied when the forward propagation algorithm
is performed on the new medical scans.

In some embodiments where a medical scan analysis
function is defined by model parameter data 1355 corre-
sponding to a neutral network model, the neural network
model can be afully convolutional neural network. In such
embodiments, only convolution functions are performed to
propagate the input feature vector through the layers of the
neural network in the forward propagation algorithm. This
enables the medical scanimage analysisfunctionsto process
input feature vectors of any size. For example, as discussed
herein, the pixel data corresponding to the three-dimensional
subregions is utilized input to the forward propagation
algorithm when the training step 1352 is employed to
populate the weight vector and/or other model parameter
data 1355. However, when performing the forward propa-
gation algorithm in the inference step 1354, the pixel data of
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full medical scans can be utilized as input, allowing the
entire scan to be processed to detect and/or classify abnor-
malities, or otherwise generate the inference data 1370. This
may be a preferred embodiment over other embodiments
where new scans must also be sampled by selecting a
three-dimensional subregions and/or other embodiments
where the inference step requires “piecing together” infer-
ence data 1370 corresponding to multiple three-dimensional
subregions processed separately.

The inferred output vector of the inference data 1370 can
include a plurality of abnormality probabilities mapped to a
pixel location of each of aplurality of cross-sectional image
slices of the new medical scan. For example, the inferred
output vector can indicate a set of probability matrices 1371,
where each matrix in the set corresponds to one of the
plurdity of image slices of the medical scan, where each
matrix is a size corresponding to the number of pixels in
each image slice, where each cell of each matrix corresponds
to apixel of the corresponding image slice, whose value is
the abnormality probability of the corresponding pixel.

A detection step 1372 can include determining if an
abnormality is present in the medical scan based on the
plurdity of abnormality probabilities. Determining if an
abnormality is present caninclude, for example, determining
that acluster of pixelsin the same region of the medical scan
correspond to high abnormality probabilities, for example,
where a threshold proportion of abnormality probabilities
must meet or exceed a threshold abnormality probability,
where an average abnormality probability of pixels in the
region must meet or exceed a threshold abnormality prob-
ability, where the region that includes the cluster of pixels
must be at least a certain size, etc. Determining if an
abnormality is present can also include calculating a confi-
dence score based on the abnormality probabilities and/or
other data corresponding to the medical scan such as patient
history data. The location of the detected abnormality can be
determined in the detection step 1372 based on the location
of the pixels with the high abnormality probabilities. The
detection step can further include determining an abnormal-
ity region 1373, such as atwo-dimensional subregion on one
or more image slices that includes some or al of the
abnormality. The abnormality region 1373 determined in the
detection step 1372 can be mapped to the medical scan to
populate some or al of the abnormality location data 443 for
use by one or more other subsystems 101 and/or client
devices 120. Furthermore, determining whether or not an
abnormality exists in the detection step 1372 can be used to
populate some or al of the diagnosis data 440 of the medical
scan, for example, to indicate that the scan is normal or
contains an abnormality in the diagnosis data 440.

An abnormality classification step 1374 can be performed
on amedical scan in response to determining an abnormality
is present. Classification data 1375 corresponding to one or
more classification categories such as abnormality size,
volume, pre-post contract, doubling time, calcification, com-
ponents, smoothness, texture, diagnosis data, one or more
medical codes, a malignancy rating such as a Lung-RADS
score, or other classifying data as described herein can be
determined based on the detected abnormality. The classi-
fication data 1375 generated by the abnormality classifica-
tion step 1374 can be mapped to the medical scan to
populate some or al of the abnormality classification data
445 of the corresponding abnormality classifier categories
444 and/or abnormality pattern categories 446 and/or to
determine one or more medical codes 447 of the medical
scan. The abnormality classification step 1374 can include
performing an abnormality classification function on the full
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medical scan, or the abnormality region 1373 determined in
the detection step 1372. The abnormality classification func-
tion can be based on another model trained on abnormality
data such as a support vector machine model, another neural
network model, or any supervised classification model
trained on medical scans, or portions of medical scans, that
include known abnormality classifying data to generate
inference datafor some or all of the classification categories.
For example, the abnormality classification function can
include another medical scan analysis function. Classifica-
tion data 1375 in each of a plurality of classification cat-
egories can a so be assigned their own calculated confidence
score, which can also be generated by utilizing the abnor-
mality classification function. Output to the abnormality
classification function can aso include at |east oneidentified
similar medical scan and/or at least one identified similar
cropped image, for example, based on the training data. The
abnormality classification step can also be included in the
inference step 1354, where the inferred output vector or
other inference data 1370 of the medical scanimage analysis
function includes the classification data 1375.

The abnormality classification function can be trained on
full medical scans and/or one or more cropped or full
selected image dlices from medical scans that contain an
abnormality. For example, the abnormality classification
function can be trained on a set of two-dimensional cropped
slices that include abnormalities. The selected image slices
and/or the cropped region in each selected image dlice for
each scan in the training set can be automatically selected
based upon the known location of the abnormality. Input to
the abnormality classification function can include the full
medical scan, one or more selected full image slices, and/or
one or more selected image dlices cropped based on a
selected region. Thus, the abnormality classification step can
include automatically selecting one or more image slices
that include the detected abnormality. The slice selection can
include selecting the center slice in a set of consecutive
dlices that are determined to include the abnormality or
selecting a dlice that has the largest cross-section of the
abnormality, or selecting one or more slices based on other
criteria. The abnormality classification step can also include
automatically generating one or more cropped two-dimen-
sional images corresponding to the one or more of the
selected image slices based on an automatically selected
region that includes the abnormality.

Input to the abnormality classification function can also
include other data associated with the medical scan, includ-
ing patient history, risk factors, or other metadata. The
abnormality classification step can aso include determining
some or al of the characteristics based on data of the
medical scan itself. For example, the abnormality size and
volume can be determined based on a number of pixels
determined to be part of the detected abnormality. Other
classifiers such as abnormality texture and/or smoothness
can be determined by performing one or more other pre-
processing functions on the image specifically designed to
characterize such features. Such preprocessed characteris-
tics can be included in the input to the abnormality classi-
fication function to the more difficult task of assigning a
medical code or generating other diagnosis data. The train-
ing data can also be preprocessed to include such prepro-
cessed features.

A similar scan identification step 1376 can aso be per-
formed on a medical scan with a detected abnormality
and/or can be performed on the abnormality region 1373
determined in the detection step 1372. The similar scan
identification step 1376 can include generating similar
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abnormality data 1377, for example, by identifying one or
more similar medical scans or one or more similar cropped
two-dimensional images from a database of medical scans
and/or database of cropped two-dimensional images. Similar
medical scans and/or cropped images can include medical
scans or cropped images that are visualy similar, medical
scans or cropped images that have known abnormalities in
asimilar location to an inferred abnormality location of the
given medical scan, medical scans that have known abnor-
malities with similar characteristics to inferred characteris-
tics of an abnormality in the given scan, medical scans with
similar patient history and/or similar risk factors, or some
combination of these factors and/or other known and/or
inferred factors. The similar abnormality data 1377 can be
mapped to the medical scan to populate some or al of its
corresponding similar scan data 480 for use by one or more
other subsystems 101 and/or client devices 120.

The similar scans identification step 1376 can include
performing a scan similarity algorithm, which can include
generating a feature vector for the given medical scan and
for medical scans in the set of medical scans, where the
feature vector can be generated based on quantitative and/or
category based visual features, inferred features, abnormal-
ity location and/or characteristics such as the predetermined
size and/or volume, patient history and/or risk factor fea
tures, or other known or inferred features. A medical scan
similarity analysis function can be applied to the feature
vector of the given medical scan and one or more feature
vectors of medical scans in the set. The medical scan
similarity analysis function can include computing a simi-
larity distance such as the Euclidian distance between the
feature vectors, and assigning the similarity distance to the
corresponding medical scan in the set. Similar medical scans
can be identified based on determining one or more medical
scansin the set with asmallest computed similarity distance,
based on ranking medical scans in the set based on the
computed similarity distances and identifying a designated
number of top ranked medical scans, and/or based on
determining if asimilarity distance between the given medi-
cal scan and a medical scan in the set is smaller than a
similarity threshold. Similar medical scans can aso be
identified based on determining medical scansin a database
that mapped to amedical code that matches the medical code
of the medical scan, or mapped to other matching classifying
data. A set of identified similar medical scans can aso be
filtered based on other inputted or automatically generated
criteria, where for example only medical scanswith reliable
diagnosis data or rich patient reports, medical scans with
corresponding with longitudinal datain the patient file such
as multiple subsequent scans taken at later dates, medical
scans with patient data that correspondsto risk factors of the
given patient, or other identified criteria, where only asubset
of scans that compare favorably to the criteria are selected
from the set and/or only a highest ranked single scan or
subset of scans are selected from the set, where the ranking
isautomatically computed based on the criteria. Filtering the
similar scans in this fashion can include calculating, or can
be based on previously calculated, one or more scores as
discussed herein. For example, the ranking can be based on
alongitudinal quality score, such as the longitudinal quality
score 434, which can be calculated for an identified medical
scan based on anumber of subsequent and/or previous scans
for the patient. Alternatively or in addition, the ranking can
be based on a confidence score associated with diagnosis
data of the scan, such as confidence score data 460, based on
performance score data associated with a user or medical
entity associated with the scan, based on an amount of
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patient history data or datain the medical scan entry 352, or
other quality factors. The identified similar medical scans
can be filtered based on ranking the scans based on their
quality score and/or based on comparing their quality score
to a quality score threshold. In some embodiments, a lon-
gitudinal threshold must be reached, and only scans that
compare favorably to the longitudina threshold will be
selected. For example, only scanswith at |east three scanson
file for the patient and final biopsy data will be included.

In some embodiments, the similarity algorithm can be
utilized in addition to or instead of the trained abnormality
classification function to determine some or al of the
inferred classification data 1375 of the medical scan, based
on the classification data such as abnormality classification
data 445 or other diagnosis data 440 mapped to one or more
of the identified similar scans. In other embodiments, the
similarity algorithm is merely used to identify similar scans
for review by medical professionals to aid in review, diag-
nosis, and/or generating medical reports for the medical
image.

A display parameter step 1378 can be performed based on
the detection and/or classification of the abnormality. The
display parameter step can include generating display
parameter data 1379, which can include parameters that can
be used by an interactive interface to best display each
abnormality. The same or different display parameters can
be generated for each abnormality. The display parameter
data generated in the display parameter step 1378 can be
mapped to the medical scan to populate some or al of its
corresponding display parameter data 470 for use by one or
more other subsystems 101 and/or client devices 120.

Performing the display parameter step 1378 can include
selecting one or more image dices that include the abnor-
mality by determining the one or more image slices that
include the abnormality and/or determining one or more
image dlices that has a most optimal two-dimensional view
of the abnormality, for example by selecting the center slice
in a set of consecutive dlices that are determined to include
the abnormality, selecting a slice that has the largest cross-
section of the abnormality, selecting a dice that includes a
two-dimensional image of the abnormality that is most
similar to a selected most similar two-dimensional-image,
selecting the slice that was used as input to the abnormality
classification step and/or similar scan identification step, or
based on other criteria. This can also include automatically
cropping one or more selected image dlices based on an
identified region that includes the abnormality. This can aso
select an ideal Hounsfield window that best displays the
abnormality. This can also include selecting other display
parameters based on data generated by the medical scan
interface evaluating system and based on the medical scan.

FIGS. 8A-8F illustrate embodiments of a medical picture
archive integration system 2600. The medica picture
archive integration system 2600 can provide integration
support for a medica picture archive system 2620, such as
a PACS that stores medical scans. The medica picture
archive integration system 2600 can utilize model param-
eters received from a central server system 2640 via a
network 2630 to perform an inference function on de-
identified medical scans of medical scans received from the
medical picture archive system 2620. The annotation data
produced by performing the inference function can be
transmitted back to the medical picture archive system.
Furthermore, the annotation data and/or de-identified medi-
cal scans can be sent to the central server system 2640, and
the central server system can train on this information to
produce new and/or updated model parametersfor transmis-
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sion back to the medical picture archive integration system
2600 for use on subsequently received medical scans.

In various embodiments, medical picture archive integra-
tion system 2600 includes a de-identification system that
includes a first memory designated for protected health
information (PHI), operable to perform a de-identification
function on a DICOM image, received from a medical
picture archive system, to identify at least one patient
identifier and generate a de-identified medical scan that does
not include the at least one patient identifier. The medical
picture archive integration system further includes a de-
identified image storage system that stores the de-identified
medical scan in a second memory that is separate from the
first memory, and an annotating system, operable to utilize
model parameters received from a central server to perform
an inference function on the de-identified medical scan,
retrieved from the second memory to generate annotation
data for transmission to the medical picture archive system
as an annotated DICOM file.

The first memory and the second memory can be imple-
mented by utilizing separate storage systems. the first
memory can be implemented by a first storage system
designated for PHI storage, and the second memory can be
implemented by a second storage system designated for
storage of de-identified data. The first storage system can be
protected from access by the annotating system, while the
second storage system can be accessible by the annotating
system. Themedical picture archive integration system 2600
can be operable to perform the de-identification function on
data in first storage system to generate de-identified data.
The de-identified data can then be stored in the second
storage system for access by the annotating system. The first
and second storage systems can be physically separate, each
utilizing at least one of their own, separate memory devices.
Alternatively, the first and second storage systems can be
virtually separate, where data is stored in separate virtual
memory locations on the same set of memory devices.
Firewalls, virtual machines, and/or other protected contain-
erization can be utilized to enforce the separation of datain
each storage system, to protect the first storage system from
access by the annotating system and/or from other unau-
thorized access, and/or to ensure that only data of the first
storage system that has been properly de-identified through
application of the de-identification function can be stored in
the second storage system.

Asshownin FIG. 8A, the medical picture archive system
2620 can receive image data from a pluraity of modality
machines 2622, such as CT machines, Mill machines, x-ray
machines, and/or other medical imaging machines that pro-
duce medical scans. The medical picture archive system
2620 can store this image data in a DICOM image format
and/or can storetheimage datain aplurality of medical scan
entries 352 as described in conjunction with some or al of
the attributes described in conjunction with FIGS. 4A and
4B. While “DICOM image” will be used herein to refer to
medical scans stored by the medical picture archive system
2620, the medical picture archive integration system 2600
can provide integration support for medical picture archive
systems 2620 that store medical scans in other formats.

The medical picture archive integration system 2600 can
include a receiver 2602 and a transmitter 2604, operable to
transmit and receive data from the medical picture archive
system 2620, respectively. For example, the receiver 2602
and transmitter 2604 can be configured to receive and
transmit data, respectively, in accordance with a DICOM
communication protocol and/or another communication pro-
tocol recognized by the medical image archive system 2620.
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The receiver can receive DICOM images from the medical
picture archive system 2620. The transmitter 2604 can send
annotated DICOM files to the medical picture archive sys-
tem 2620.

DICOM images received via receiver 2602 can be sent
directly to a de-identification system 2608. The de-identifi-
cation system 2608 can be operable to perform a de-
identification function on the first DICOM image to identify
at least one patient identifier in the DICOM image, and to
generate a de-identified medical scan that does not include
the identified at least one patient identifier. As used herein,
apatient identifier can include any patient identifying datain
the image data, header, and/or metadata of a medical scan,
such as a patient ID number or other unique patient identi-
fier, an accession number, a service-object pair (SOP)
instance unique identifier (UID) field, scan date and/or time
that can be used to determine the identity of the patient that
was scanned at that date and/or time, and/or other private
data corresponding to the patient, doctor, or hospital. In
some embodiments, the de-identified medical scan isstill in
a DICOM image format. For example, a duplicate DICOM
image that does not include the patient identifiers can be
generated, and/or the original DICOM image can be altered
such that the patient identifiers of the new DICOM image are
masked, obfuscated, removed, replaced with a custom fidu-
cial, and/or otherwise anonymized. In other embodiments,
the de-identified medical scan is formatted in accordance
with a different image format and/or different data format
that does not include the identifying information. In some
embodiments, other private information, for example, asso-
ciated with a particular doctor or other medical professional,
can be identified and anonymized as well.

Some patient identifying information can beincluded in a
DICOM header of the DICOM image, for example, in
designated fields for patient identifiers. These corresponding
fields can be anonymized within the corresponding DICOM
header field. Other patient identifying information can be
included in the image itself, such as in medical scan image
data 410. For example, the image data can include a patient
name or other identifier that was handwritten on a hard copy
of the image before the image was digitized. As another
example, a hospital administered armband or other visual
patient information in the vicinity of the patient may have
been captured in the image itself. A computer vision model
can detect the presence of these identifiers for anonymiza-
tion, for example, where a new DICOM image includes a
fiducial image that covers the identifying portion of the
original DICOM image. In some embodiments, patient
information identified in the DICOM header can be utilized
to detect corresponding patient information in the image
itself. For example, a patient name extracted from the
DICOM header before anonymization can be used to search
for the patient name in the image and/or to detect alocation
of the image that includes the patient name. In some
embodiments, the de-identification system 2608 is imple-
mented by the de-identification system discussed in con-
junction with FIGS. 10A, 10B and 11, and/or utilizes func-
tions and/or operations discussed in conjunction with FIGS.
10A, 10B and 11.

The de-identified medical scan can be stored in de-
identified image storage system 2610 and the annotating
system 2612 can access the de-identified medical scan from
the de-identified image storage system 2610 for processing.
The de-identified storage system can archive a plurality of
de-identified DICOM images and/or can serve as temporary
storage for the de-identified medical scan until processing of
the de-identified medical scan by the annotating system

10

15

20

25

30

35

40

45

50

55

60

65

44

2612 is complete. The annotating system 2612 can generate
annotation data by performing an inference function on the
de-identified medical scan, utilizing the model parameters
received from the central server system 2640. The annota-
tion data can correspond to some or all of the diagnosis data
440 as discussed in conjunction with FIGS. 4A and 4B. In
come embodiments, the annotating system 2612 can utilize
the model parameters to perform inference step 1354, the
detection step 1372, the abnormality classification step
1374, the similar scan identification step 1376, and/or the
display parameter step 1378 of the medical scan image
analysis system 112, as discussed in conjunction with FIG.
7B, on de-identified medical scans received from the medi-
cal picture archive system 2620.

In some embodiments, model parametersfor aplurality of
inference functions can be received from the central server
system 2640, for example, where each inference function
corresponds to one of aset of different scan categories. Each
scan category can correspond to a unique combination of
one or a plurality of scan modalities, one of a plurality of
anatomical regions, and/or other scan classifier data420. For
example, a first inference function can be trained on and
intended for de-identified medical scans corresponding chest
CT scans, and a second inference function can be trained on
and intended for de-identified medical scans corresponding
to head MRI scans. The annotating system can select one of
the set of inference functions based on determining the scan
category of the DICOM image, indicated in the de-identified
medical scan, and selecting the inference function that
corresponds to the determined scan category.

To ensure that scans received from the medical picture
archive system 2620 match the set of scan categories for
which the annotating system is operable to perform a
corresponding inference function, the transmitter can trans-
mit requests, such as DICOM queries, indicating image type
parameters such as parameters corresponding to scan clas-
sifier data 420, for example indicating one or more scan
modalities, one or more anatomical regions, and/or other
parameters. For example, the request can indicate that all
incoming scans that match the set of scan categories corre-
sponding to a set of inference functions the annotating
system 2612 for which the annotating system has obtained
model parameters from the central server system 2640 and
is operable to perform.

Once the annotation data is generated by performing the
selected inference function, the annotating system 2612 can
generate an annotated DICOM file for transmission to the
medical image archive system 2620 for storage. The anno-
tated DICOM file can include some or all of the fields of the
diagnosis data 440 and/or abnormality annotation data 442
of FIGS. 4A and 4B. The annotated DICOM file can include
scan overlay data, providing location data of an identified
abnormality and/or display data that can be used in con-
junction with the origina DICOM image to indicate the
abnormality visually in the DICOM image and/or to other-
wise visually present the annotation data, for example, for
use with the medical scan assisted review system 102. For
example, a DICOM presentation state file can be generated
to indicate the location of an abnormality identified in the
de-identified medical scan. The DICOM presentation state
file can include an identifier of the original DICOM image,
for example, in metadata of the DICOM presentation state
file, to link the annotation data to the origina DICOM
image. In other embodiments, a full, duplicate DICOM
image is generated that includes the annotation data with an
identifier linking this duplicate annotated DICOM image to
the original DICOM image.
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The identifier linking the annotated DICOM file to the
originad DICOM image can be extracted from the original
DICOM file by the de-identification system 2608, thus
enabling the medical picture archive system 2620 to link the
annotated DICOM file to the original DICOM image in its
storage. For example, the de-identified medical scan can
include an identifier that links the de-identified medical scan
to the origina DICOM file, but does not link the de-
identified medical scan to apatient identifier or other private
data.

In some embodiments, generating the annotated DICOM
file includes altering one or more fields of the origina
DICOM header. For example, standardized header format-
ting function parameters can be received from the central
server system and can be utilized by the annotating system
to ater the original DICOM header to match a standardized
DICOM header format. The standardized header formatting
function can be trained in a similar fashion to other medical
scan analysis functions discussed herein and/or can be
characterized by someor al fields of amedical scan analysis
function entry 356. The annotating system can perform the
standardized header formatting function on a de-identified
medical scan to generate a new, standardized DICOM
header for the medical scan to be sent back to the medical
picture archive system 2620 in the annotated DICOM file
and/or to replace the header of the original DICOM file. The
standardized header formatting function can be run in addi-
tion to other inference functions utilized to generate anno-
tation data. In other embodiments, the medical picture
archive integration system 2600 is implemented primarily
for header standardization for medical scans stored by the
medical picture archive system 2620. In such embodiments,
only the standardized header formatting function is per-
formed on the de-identified data to generate a modified
DICOM header for the original DICOM image, but the
de-identified medical scan is not annotated.

In some embodiments of header standardization, the
annotation system can store a set of acceptable, standardized
entries for some or all of the DICOM header fields, and can
select one of the set of acceptable, standardized entries in
populating one or more fields of the new DICOM header for
the annotated DICOM file. For example, each of the set of
scan categories determined by the annotating system can
correspond to a standardized entry of one or more fields of
the DICOM header. The new DICOM header can thus be
populated based on the determined scan category.

In some embodiments, each of the set of standardized
entries can be mapped to a set of related, non-standardized
entries, such as entries in a different order, commonly
misspelled entries, or other similar entries that do not follow
a standardized format. For example, one of the set of
acceptable, standardized entries for afield corresponding to
a scan category can include “Chest CT”, which can be
mapped to a set of similar, non-standardized entries which
can include “CT chest”, “computerized topography CT”,
and/or other entries that are not standardized. In such
embodiments, the annotating system can determine the
original DICOM header is one of the similar non-standard-
ized entries, and can select the mapped, standardized entry
as the entry for the modified DICOM header. In other
embodiments, the image data itself and/or or other header
data can be utilized by the annotation system to determine a
standardized field. For example, an input quality assurance
function 1106 can betrained by the central server system and
sent to the annotating system to determine one or more
appropriate scan classifier fields, or one or more other
DICOM header fields, based on the image data or other data
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of the de-identified medical scan. One or more standardized
labels can be assigned to corresponding fields of the modi-
fied DICOM header based on the one or more fields deter-
mined by the input quality assurance function.

In some embodiments, the DICOM header is modified
based on the annotation data generated in performing the
inference function. In particular, a DICOM priority header
field can be generated and/or modified automatically based
on the severity and/or time-sensitivity of the abnormalities
detected in performing the inference function. For example,
a DICOM priority header field can be changed from a low
priority to a high priority in response to annotation data
indicating a brain bleed in the de-identified medical scan of
a DICOM image corresponding to a head CT scan, and a
new DICOM header that includes the high priority DICOM
priority header field can be sent back to the medical picture
archive system 2620 to replace or otherwise be mapped to
the original DICOM image of the head CT scan.

In various embodiments, the medical picture archive
system 2620 is disconnected from network 2630, for
example, to comply with requirements regarding Protected
Health Information (PHI), such as patient identifiers and
other private patient information included in the DICOM
images and/or otherwise stored by the medical picture
archive system 2620. The medical picture archive integra-
tion system 2600 can enable processing of DICOM images
while still protecting private patient information by first
de-identifying DICOM data by utilizing de-identification
system 2608. The de-identification system 2608 can utilize
designated processors and memory of the medical picture
archiveintegration system, for example, designated for PHI.
The de-identification system 2608 can be decoupled from
the network 2630 to prevent the DICOM images that still
include patient identifiers from being accessed via the net-
work 2630. For example, as shown in FIG. 8A, the de-
identification system 2608 is not connected to network
interface 2606. Furthermore, only the de-identification sys-
tem 2608 has access to the origina DICOM files received
from the medical picture archive system 2620 via receiver
2602. The de-identified image storage system 2610 and
annotating system 2612, as they are connected to network
2630 via network interface 2606, only store and have access
to the de-identified medical scan produced by the de-
identification system 2608.

This containerization that separates the de-identification
system 2608 from the de-identified image storage system
2610 and the annotating system 2612 is further illustrated in
FIG. 8B, which presents an embodiment of the medical
picture archive integration system 2600. The de-identifica-
tion system 2608 can include its own designated memory
2654 and processing system 2652, connected to receiver
2602 via bus 2659. For example, this memory 2654 and
processing system 2652 can be designated for PHI, and can
adhere to requirements for handling PHI. The memory 2654
can store executable instructions that, when executed by the
processing system 2652, enable the de-identification system
to perform the de-identification function on DICOM images
received via receiver 2602 of the de-identification system.
The incoming DICOM images can be temporarily stored in
memory 2654 for processing, and patient identifiers detected
in performing the de-identification function can be tempo-
rarily stored in memory 2654 to undergo anonymization.
Interface 2655 can transmit the de-identified medical scan to
interface 2661 for use by the de-identified image storage
system 2610 and the annotating system 2612. Interface 2655
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can be protected from transmitting original DICOM filesand
can be designated for transmission of de-identified medical
scan only.

Bus 2669 connects interface 2661, as well as transmitter
2604 and network interface 2606, to the de-identified image
storage system 2610 and the annotating system 2612. The
de-identified image storage system 2610 and annotating
system 2612 can utilize separate processors and memory, or
can utilize shared processors and/or memory. For example,
the de-identified image storage system 2610 can serve as
temporary memory of the annotating system 2612 as de-
identified images are received and processed to generate
annotation data.

As depicted in FIG. 8B, the de-identified image storage
system 2610 can include memory 2674 that can temporarily
store incoming de-identified medical scans as it undergoes
processing by the annotating system 2612 and/or can archive
aplurality of de-identified medical scans corresponding to a
plurality of DICOM images received by the medical picture
archive integration system 2600. The annotating system
2612 can include a memory 2684 that stores executable
instructions that, when executed by processing system 2682,
cause the annotating system 2612 perform a first inference
function on de-identified medical scan to generate annota-
tion data by utilizing the model parameters received via
interface 2606, and to generate an annotated DICOM file
based on the annotation data for transmission via transmitter
2604. The model parameters can be stored in memory 2684,
and can include model parameters for a plurality of infer-
ence functions, for example, corresponding to a set of
different scan categories.

The medical picture archive integration system can be an
onsite system, installed at a first geographic site, such as a
hospital or other medical entity that is affiliated with the
medical picture archive system 2620. The hospital or other
medical entity can further be responsible for the PHI of the
de-identification system, for example, where the memory
2654 and processing system 2652 are owned by, maintained
by, and/or otherwise affiliated with the hospital or other
medical entity. The central server system 2640 can be
located at a second, separate geographic site that is not
affiliated with the hospital or other medical entity and/or at
a separate geographic site that is not affiliated with the
medical picture archive system 2620. The central server
system 2640 can be a server configured to be outside the
network firewall and/or out outside the physical security of
the hospital or other medical entity or otherwise not covered
by the particular administrative, physical and technical safe-
guards of the hospital or other medical entity.

FIG. 8C further illustrates how model parameters can be
updated over time to improve existing inference functions
and/or to add new inference functions, for example corre-
sponding to new scan categories. In particular, the some or
al of the de-identified medical scans generated by the
de-identification system 2608 can be transmitted back to the
central server system, and the central server system 2640 can
train on this data to improve existing models by producing
updated model parameters of an existing inference function
and/or to generate new models, for example, corresponding
to new scan categories, by producing new model parameters
for new inference functions. For example, the central server
system 2640 can produce updated and/or new model param-
eters by performing the training step 1352 of the medical
scan image analysis system 112, as discussed in conjunction
with FIG. 7A, on a plurality of de-identified medical scans
received from the medical picture archiveintegration system
2600.
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The image type parameters can be determined by the
central server system to dictate characteristics of the set of
de-identified medical scans to be received to train and/or
retrain the model. For example, the image type parameters
can correspond to one or more scan categories, can indicate
scan classifier data 420, can indicate one or more scan
modalities, one or more anatomical regions, a date range,
and/or other parameters. The image type parameters can be
determined by the central server system based on training
parameters 620 determined for the corresponding inference
function to be trained, and/or based on characteristics of a
new and/or existing scan category corresponding to the
inference function to be trained. The image type parameters
can be sent to the medical picture archive integration system
2600, and a request such as a DICOM query can be sent to
the medical picture archive system 2620, via transmitter
2604, that indicates the image type parameters. For example,
the processing system 2682 can be utilized to generate the
DICOM query based on the image type parameters received
from the central server system 2640. The medical picture
archive system can automatically transmit one or more
DICOM images to the medical picture archive integration
system in response to determining that the one or more
DICOM images compares favorably to the image type
parameters. The DICOM images received in response can be
de-identified by the de-identification system 2608. In some
embodiments, the de-identified medical scans can be trans-
mitted directly to the central server system 2640, for
example, without generating annotation data.

The central server system can generate the new and/or
updated model parameters by training on the received set of
de-identified medical scans, and can transmit the new and/or
updated model parameters to the de-identified storage sys-
tem. If the model parameters correspond to a new inference
function for anew scan category, the medical picture archive
integration system 2600 can generate a request, such as a
DICOM query, for transmission to the medical picture
archive system indicating that incoming scans correspond-
ing to image type parameters corresponding to the new scan
category be sent to the medical picture archive integration
system. The annotating system can update the set of infer-
ence functionsto include the new inference function, and the
annotating system can select the new inference function
from the set of inference functions for subsequently gener-
ated de-identified medical scans by the de-identification
system by determining each of these de-identified medical
scans indicate the corresponding DICOM image corre-
sponds to the new scan category. The new model parameters
can be utilized to perform the new inference function on
each of these de-identified medical scans to generate corre-
sponding annotation data, and an annotated DICOM file
corresponding to each of these de-identified medical scans
can be generated for transmission to the medica picture
archive system via the transmitter.

In some embodiments, the central server system 2640
receives a pluraity of de-identified medical scans from a
plurality of medical picture archiveintegration system 2600,
for example, each installed at a pluraity of different hospi-
tals or other medical entities, via the network 2630. The
central server system can generate training sets by integrat-
ing de-identified medical scans from some or al of the
plurality of medical picture archiveintegration systems 2600
to train one or more inference functions and generate model
parameters. The plurality of medica picture archive inte-
gration systems 2600 can utilize the same set of inference
functions or different sets of inference functions. In some
embodiments, the set of inference functions utilized by the
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each of the plurality of medical picture archive systems 2620
aretrained on different sets of training data. For example, the
different sets of training data can correspond to the set of
de-identified medical scans received from the corresponding
medical picture archive integration system 2600.

In some embodiments, the medical scan diaghosing sys-
tem 108 can be utilized to implement the annotating system
2612, where the corresponding subsystem processing device
235 and subsystem memory device 245 of the medical scan
diagnosing system 108 are utilized to implement the pro-
cessing system 2682 and the memory 2684, respectively.
Rather than receiving the medical scans viathe network 150
as discussed in conjunction with FIG. 6A, the medical scan
diagnosing system 108 can perform a selected medical scan
inference function 1105 on an incoming de-identified medi-
cal scan generated by the de-identification system 2608
and/or retrieved from the de-identified image storage system
2610. Memory 2684 can store the set of medical scan
inference functions 1105, each corresponding to a scan
category 1120, where the inference function is selected from
the set based on determining the scan category of the
de-identified medical scan and selecting the corresponding
inference function. The processing system 2682 can perform
the selected inference function 1105 to generate the infer-
ence data 1110, which can be further utilized by the anno-
tating system 2612 to generate the annotated DICOM filefor
transmission back to the medical picture archive system
2620. New medical scan inference functions 1105 can be
added to the set when corresponding model parameters are
received from the central server system. The remediation
step 1140 can be performed locally by the annotating system
2612 and/or can be performed by the central server system
2640 by utilizing one or more de-identified medical scans
and corresponding annotation data sent to the central server
system 2640. Updated model parameters can be generated
by the central server system 2640 and sent to the medical
picture archive integration system 2600 as a result of per-
forming the remediation step 1140.

The central server system 2640 can be implemented by
utilizing one or more of the medical scan subsystems 101,
such as the medical scan image analysis system 112 and/or
the medical scan diagnosing system 108, to produce model
parameters for one or more inference functions. The central
server system can store or otherwise communicate with a
medical scan database 342 that includes the de-identified
medical scans and/or annotation data received from one or
more medical picture archive integration systems 2600.
Some or all entries of the medical scan database 342 can be
utilized to as training data to produce model parameters for
one or more inference functions. These entries of the medi-
cal scan database 342 can be utilized by other subsystems
101 as discussed herein. For example, other subsystems 101
can utilize the central server system 2640 to fetch medical
scans and/or corresponding annotation data that meet speci-
fied criteria. The central server system 2640 can query the
medical picture archive integration system 2600 based on
this criteria, and can receive de-identified medical scans
and/or annotation data in response. This can be sent to the
requesting subsystem 101 directly and/or can be added to the
medical scan database 342 or another database of the
database storage system 140 for access by the requesting
subsystem 101.

Alternatively or in addition, the central server system
2640 can store or otherwise communicate with a user
database 344 storing user profile entries corresponding to
each of a plurality of medical entities that each utilize a
corresponding one of a plurality of medical picture archive
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integration systems 2600. For example, basic user data
corresponding to the medical entity can be stored as basic
user data, a number of scans or other consumption infor-
mation indicating usage of one or more inference functions
by corresponding medical picture archiveintegration system
can be stored as consumption usage data, and/or a number
of scans or other contribution information indicating de-
identified scans sent to the central server system as training
data can be stored as contribution usage data. The user
profile entry can also include inference function data, for
example, with a list of model parameters or function iden-
tifiers, such as medical scan analysis function identifiers
357, of inference functions currently utilized by the corre-
sponding medical picture archive integration system 2600.
These entries of the user database 344 can be utilized by
other subsystems 101 as discussed herein.

Alternatively or in addition, the central server system
2640 can store or otherwise communicate with a medical
scan analysis function database 346 to store model param-
eters, training data, or other information for one or more
inference functions as medical scan analysis function entries
356. In some embodiments, model parameter data 623 can
indicate the model parameters and function classifier data
610 can indicate the scan category of inference function
entries. In some embodiments, the medical scan anaysis
function entry 356 can further include usage identifying
information indicating a medical picture archive integration
system identifier, medical entity identifier, and/or otherwise
indicating which medical archive integration systems and/or
medical entities have received the corresponding model
parameters to utilize the inference function corresponding to
the medical scan analysis function entry 356. These entries
of the medical scan analysis function database 346 can be
utilized by other subsystems 101 as discussed herein.

In some embodiments, the de-identification function is a
medical scan analysis function, for example, with a corre-
sponding medical scan analysis function entry 356 in the
medical scan analysis function database 346. In some
embodiments, the de-identification function istrained by the
central server system 2640. For example, the central server
system 2640 can send de-identification function parameters
to the medical picture archive integration system 2600 for
use by the de-identification system 2608. In embodiments
with a plurality of medical picture archive integration sys-
tems 2600, each of the plurality of medical picture archive
integration systems 2600 can utilize the same or different
de-identification functions. In some embodiments, the de-
identification function utilized by the each of the plurality of
medical picture archive integration systems 2600 are trained
on different sets of training data. For example, the different
sets of training data can correspond to each different set of
de-identified medical scans received from each correspond-
ing medical picture archive integration system 2600.

In some embodiments, as illustrated in FIGS. 8D-8F, the
medical picture archive integration system 2600 can further
communicate with a report database 2625, such as a Radi-
ology Information System (RIS), that includes a plurality of
medical reports corresponding to the DICOM images stored
by the medical picture archive system 2620.

As shown in FIG. 8D, the medical picture archive inte-
gration system 2600 can further include areceiver 2603 that
receives report data, corresponding to the DICOM image,
from report database 2625. The report database 2625 can be
affiliated with the medical picture archive system 2620 and
can store report data corresponding to DICOM images
stored in the medical picture archive system. The report data
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of report database 2625 can include PHI, and the report
database 2625 can thus be disconnected from network 2630.

The report data can include natural language text, for
example, generated by a radiologist that reviewed the cor-
responding DICOM image. The report data can be used to
generate the de-identified medical scan, for example, where
the de-identification system 2608 performs a natura lan-
guage analysis function on the report data to identify patient
identifying text in the report data. The de-identification
system 2608 can utilize this patient identifying text to detect
matching patient identifiersin the DICOM image to identify
the patient identifiers of the DICOM image and generate the
de-identified medical scan. In some embodiments, the report
data can be de-identified by obfuscating, hashing, removing,
replacing with a fiducial, or otherwise anonymizing the
identified patient identifying text to generate de-identified
report data.

The de-identified report data can be utilized by the
annotating system 2612, for example, in conjunction with
the DICOM image, to generate the annotation data. For
example, the annotating system 2612 can perform a natural
language analysis function on the de-identified natural lan-
guage text of the report data to generate some or all of the
annotation data. In some embodiments, the de-identified
report data is sent to the central server system, for example,
to be used astraining datafor inference functions, for natural
language analysis functions, for other medical scan anaysis
functions, and/or for use by at least one other subsystem 101.
For example, other subsystems 101 can utilize the central
server system 2640 to fetch medical reports that correspond
to particular medical scans or otherwise meet specified
criteria. The central server system 2640 can query the
medical picture archive integration system 2600 based on
this criteria, and can receive de-identified medical reportsin
response. This can be sent to the requesting subsystem 101
directly, can be added to the medical scan database 342, a
de-identified report database, or another database of the
database storage system 140 for access by the requesting
subsystem 101.

In some embodiments the medical picture archive inte-
gration system 2600 can query the report database 2625 for
the report data corresponding to a received DICOM image
by utilizing acommon identifier extracted from the DICOM
image.

In some embodiments, the report data can correspond to
aplurality of DICOM images. For example, the report data
can include natural language text describing a plurality of
medical scans of a patient that can include multiple
sequences, multiple modalities, and/or multiple medical
scans taken over time. In such embodiments, the patient
identifying text and/or annotation data detected in the report
data can aso be applied to de-identify and/or generate
annotation data for the pluraity of DICOM images it
describes. In such embodiments, the medical picture archive
integration system 2600 can query the medical picture
archive system 2620 for one or more additional DICOM
images corresponding to the report data, and de-identified
dataand annotation datafor these additional DICOM images
can be generated accordingly by utilizing the report data.

In some embodiments, as shown in FIG. 8E, the medical
picture archive system 2620 communicates with the report
database 2625. The medical picture archive system 2620 can
request the report data corresponding to the DICOM image
from the report database 2625, and can transmit the report
data to the medical picture archive integration system 2600
via a DICOM communication protocol for receipt via
receiver 2602. The medical picture archive system 2620 can
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query the report database 2625 for the report data, utilizing
a common identifier extracted from the corresponding
DICOM image, in response to determining to send the
corresponding DICOM image to the medical picture archive
integration system 2600.

FIG. 8F presents an embodiment where report data is
generated by the annotating system 2612 and is transmitted,
via a transmitter 2605, to the report database 2625, for
example via a DICOM communication protocol or other
protocol recognized by the report database 2625. In other
embodiments, the report data is instead transmitted via
transmitter 2604 to the medical picture archive system 2620,
and the medical picture archive system 2620 transmits the
report data to the report database 2625.

Thereport data can be generated by the annotating system
2612 as output of performing the inference function on the
de-identified medical scan. The report data can include
natural language text data 448 generated automatically
based on other diagnosis data 440 such as abnormality
annotation data 442 determined by performing the inference
function, for example, by utilizing a medical scan natural
language generating function trained by the medical scan
natural language analysis system 114. The report data can be
generated instead of, or in addition to, the annotated DICOM
file.

FIG. 9 presents a flowchart illustrating a method for
execution by a medical picture archive integration system
2600 that includes afirst memory and a second memory that
store executional instructions that, when executed by at |east
one first processor and at least one second processor,
respectfully, cause the medical picture archive integration
system to perform the steps below. In various embodiments,
the first memory and at least one first processor are imple-
mented by utilizing, respectfully, the memory 2654 and
processing system 2652 of FIG. 8B. In various embodi-
ments, the second memory is implemented by utilizing the
memory 2674 and/or the memory 2684 of FIG. 8B. In
various embodiments, the at least one second processor is
implemented by utilizing the processing system 2682 of
FIG. 8B.

Step 2702 includes receiving, from a medical picture
archive system via a receiver, a first DICOM image for
storage in the first memory, designated for PHI, where the
first DICOM image includes at least one patient identifier.
Step 2704 includes performing, via at least one first proces-
sor coupled to the first memory and designated for PHI, a
de-identification function on the first DICOM image to
identify the at least one patient identifier and generate afirst
de-identified medical scan that does not include the at least
one patient identifier.

Step 2706 includes storing the first de-identified medical
scan in a second memory that is separate from the first
memory. Step 2708 includes receiving, via a network inter-
face communicating with anetwork that does not include the
medical picture archive system, first model parameters from
a central server.

Step 2710 includes retrieving the first de-identified medi-
cal scan from the second memory. Step 2712 includes
utilizing the first model parameters to perform afirst infer-
ence function on the first de-identified medical scan to
generate first annotation data via at least one second pro-
cessor that is different from the at least one first processor.
Step 2714 includes generating, via the at least one second
processor, a first annotated DICOM file for transmission to
the medical picture archive system via a transmitter, where
the first annotated DICOM file includes the first annotation
data and further includes an identifier that indicates the first
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DICOM image. In various embodiments, the first annotated
DICOM file is a DICOM presentation state file.

In various embodiments, the second memory further
includes operational instructions that, when executed by the
at least one second processor, further cause the medical
picture archive integration system to retrieve a second
de-identified medical scan from the de-identified image
storage system, where the second de-identified medical scan
was generated by the at least one first processor by perform-
ing the de-identification function on asecond DICOM image
received from the medical picture archive system. The
updated model parameters are utilized to perform the first
inference function on the second de-identified medical scan
to generate second annotation data. A second annotated
DICOM file is generated for transmission to the medical
picture archive system viathe transmitter, where the second
annotated DICOM file includes the second annotation data
and further includes an identifier that indicates the second
DICOM image.

In various embodiments, the second memory stores a
plurality of de-identified medical scans generated by the at
least one first processor by performing the de-identification
function on a corresponding plurality of DICOM images
received from the medical picture archive system via the
receiver. The plurality of de-identified medical scans is
transmitted to the central server via the network interface,
and the central server generates the first model parameters
by performing a training function on training data that
includes the plurality of de-identified medical scans.

In various embodiments, the central server generates the
first model parameters by performing a training function on
training data that includes a plurality of de-identified medi-
cal scans received from a plurality of medical picture
archive integration systems via the network. Each of the
plurality of medical picture archive integration systems
communicates bidirectionally with a corresponding one of a
plurality of medical picture archive systems, and the plural-
ity of de-identified medical scans corresponds to a plurality
of DICOM images stored by the plurality of medical picture
archive integration systems.

In various embodiments, the first de-identified medical
scan indicates a scan category of the first DICOM image.
The second memory further stores operational instructions
that, when executed by the at least one second processor,
further cause the medical picture archive integration system
to select the first inference function from a set of inference
functions based on the scan category. The set of inference
functions corresponds to a set of unique scan categories that
includes the scan category. In various embodiments, each
unique scan category of the set of unique scan categoriesis
characterized by one of a plurality of modalities and one of
a plurality of anatomical regions.

In various embodiments, the first memory further stores
operational instructions that, when executed by the at least
one first processor, further cause the medical picture archive
integration system to receive a plurality of DICOM image
datafrom the medical picture archive system viathereceiver
for storage in the first memory in response to a query
transmitted to the medical picture archive system via the
transmitter. The query is generated by the medica picture
archive integration system in response to a request indicat-
ing anew scan category received from the central server via
the network. The new scan category isnot included in the set
of unique scan categories, and the plurality of DICOM
image data corresponds to the new scan category. The
de-identification function is performed on the plurality of

10

15

20

25

30

35

40

45

50

55

60

65

54

DICOM image data to generate a plurality of de-identified
medical scans for transmission to the central server viathe
network.

The second memory further stores operational instruc-
tions that, when executed by the at least one second pro-
cessor, further cause the medical picture archive integration
system to receive second model parameters from the central
server via the network for a new inference function corre-
sponding to the new scan category. The set of inference
functions is updated to include the new inference function.
The second de-identified medical scan is retrieved from the
first memory, where the second de-identified medical scan
was generated by the at least one first processor by perform-
ing the de-identification function on asecond DICOM image
received from the medical picture archive system. The new
inference function is selected from the set of inference
functions by determining the second de-identified medical
scan indicates the second DICOM image corresponds to the
new scan category. The second model parameters are uti-
lized to perform the new inference function on the second
de-identified medical scan to generate second annotation
data. A second annotated DICOM file is generated for
transmission to the medical picture archive system via the
transmitter, where the second annotated DICOM file
includes the second annotation data and further includes an
identifier that indicates the second DICOM image.

In various embodiments, the medical picture archive
integration system generates parameter datafor transmission
to the medical picture archive system that indicates the set
of unique scan categories. The medical picture archive
system automatically transmits the first DICOM image to
the medical picture archiveintegration system in response to
determining that the first DICOM image compares favorably
to one of the set of unique scan categories.

In various embodiments, the second memory further
stores operational instructions that, when executed by the at
least one second processor, cause the medica picture
archive integration system to generate a natural language
report data is based on the first annotation data and to
transmit, via a second transmitter, the natural language
report data to a report database associated with the medical
picture archive integration system, where the natural lan-
guage report data includes an identifier corresponding to the
first DICOM image.

In various embodiments, the first memory further stores
operational instructions that, when executed by the at least
one first processor, cause the medical picture archive inte-
gration system to receive, via a second receiver, a natural
language report corresponding to the first DICOM image
from the report database. A set of patient identifying text
included in the natural language report are identified. Per-
forming the de-identification function on the first DICOM
image includes searching the first DICOM image for the set
of patient identifying text to identify the at least one patient
identifier.

In various embodiments, the first memory is managed by
amedical entity associated with the medical picture archive
system. The medical picture archive integration system is
located at afirst geographic site corresponding to the medi-
cal entity, and the central server is located at a second
geographic site. In various embodiments, the first memory is
decoupled from the network to prevent the first DICOM
image that includes the at least one patient identifier from
being communicated via the network. In various embodi-
ments, the medical picture archive system is a Picture
Archive and Communication System (PACS) server, and the
first DICOM image is received in response to a query sent
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to the medical picture archive system by the transmitter in
accordance with a DICOM communication protocol.

FIG. 10A presents an embodiment of a de-identification
system 2800. The de-identification system 2800 can be
utilized to implement the de-identification system 2608 of
FIGS. 8A-8F. In some embodiments, the de-identification
system 2800 can be utilized by other subsystems to de-
identify image data, medica report data, private fields of
medical scan entries 352 such as patient identifier data 431,
and/or other private fields stored in databases of the database
memory device 340.

The de-identification system can be operable to receive,
from at least one first entity, a medical scan and a medical
report corresponding to the medical scan. A set of patient
identifiers can be identified in a subset of fields of a header
of the medical scan. A header anonymization function can be
performed on each of the set of patient identifiersto generate
a corresponding set of anonymized fields. A de-identified
medical scan can be generated by replacing the subset of
fields of the header of the medical scan with the correspond-
ing set of anonymized fields.

A subset of patient identifiers of the set of patient iden-
tifiers can be identified in the medical report by searching
text of the medical report for the set of patient identifiers. A
text anonymization function can be performed on the subset
of patient identifiers to generate corresponding anonymized
placeholder text for each of the subset of patient identifiers.
A de-identified medical report can be generated by replacing
each of the subset of patient identifiers with the correspond-
ing anonymized placeholder text. The de-identified medical
scan and the de-identified medical report can be transmitted
to a second entity via a network.

As shown in FIG. 10A, the de-identification system 2800
can include at least one receiver 2802 operable to receive
medical scans, such as medical scans in a DICOM image
format. The at least one receiver 2802 is further operable to
receive medical reports, such as report data 449 or other
reports containing natural language text diagnosing, describ-
ing, or otherwise associated the medical scans received by
the de-identification system. The medical scans and report
data can be received from the same or different entity, and
can be received by the same or different receiver 2802 in
accordance with the same or different communication pro-
tocol. For example, the medical scans can be received from
themedical picture archive system 2620 of FIGS. 8A-8F and
the report data can be received from the report database 2625
of FIGS. 8D-8F. In such embodiments, the receiver 2802 can
be utilized to implement the receiver 2602 of FIG. 8B.

The de-identification system 2800 can further include a
processing system 2804 that includes at |east one processor,
and amemory 2806. The memory 2806 can store operational
instructions that, when executed by the processing system,
cause the de-identification system to perform at least one
patient identifier detection function on the received medical
scan and/or the medical report to identify a set of patient
identifiersin the medical scan and/or the medical report. The
operational instructions, when executed by the processing
system, can further cause the de-identification system to
perform an anonymization function on the medical scan
and/or the medical report to generate a de-identified medical
scan and/or ade-identified medical report that do not include
the set of patient identifiers found in performing the at least
one patient identifier detection function. Generating the
de-identified medical scan can include generating a de-
identified header and generating de-identified image data,
where the de-identified medical scan includes both the
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de-identified header and the de-identified image data. The
memory 2806 can beisolated from Internet connectivity, and
can be designated for PHI.

The de-identification system 2800 can further include at
least one transmitter 2808, operable to transmit the de-
identified medical scan and de-identified medical report. The
de-identified medical scan and de-identified medical report
can be transmitted back to the same entity from which they
were received, respectively, and/or can be transmitted to a
separate entity. For example, the at least one transmitter can
transmit the de-identified medical scan to the de-identified
image storage system 2610 of FIGS. 8A-8F and/or can
transmit the de-identified medical scan to central server
system 2640 via network 2630 of FIGS. 8A-8F. In such
embodiments, the transmitter 2808 can be utilized to imple-
ment the interface 2655 of FIG. 8B. The receiver 2802,
processing system 2804, memory 2806, and/or transmitter
2808 can be connected via bus 2810.

Some or al of the at least one patient identifier detection
function and/or at least one anonymization function as
discussed herein can be trained and/or implemented by one
or subsystems 101 in the same fashion as other medical scan
analysisfunctions discussed herein, can be stored in medical
scan analysis function database 346 of FIG. 3, and/or can
otherwise be characterized by some or all fields of amedical
scan analysis function entry 356 of FIG. 5.

The de-identification system 2800 can perform separate
patient identifier detection functions on the header of a
medical report and/or medical scan, on the text data of the
medical report, and/or on theimage data of the medical scan,
such as text extracted from the image data of the medical
scan. Performance of each of these functions generates an
output of its own set of identified patient identifiers. Com-
bining these sets of patient identifiers yields a blacklist term
set. A second pass of the header of a medical report and/or
medical scan, on the text data of the medical report, and/or
on the image data of the medical scan that utilizes this
blacklist term set can catch any terms that were missed by
the respective patient identifier detection function, and thus,
the outputs of these multiple identification processes can
support each other. For example, some of the data in the
headers will be in a structured form and can thus be easier
to reliably identify. This can be exploited and used to further
anonymize these identifiers when they appear in free text
header fields, report data, and/or in the image data of the
medical scan. Meanwhile, unstructured text in free text
header fields, report data, and/or image data of the medical
scan likely includes pertinent clinical information to be
preserved in the anonymization process, for example, so it
can be leveraged by at least one subsystems 101 and/or so
it can be leveraged in training at least one medical scan
analysis function.

At least one first patient identifier detection function can
include extracting the data in a subset of fields of a DICOM
header, or another header or other metadata of the medical
scan and/or medical report with a known type that corre-
sponds to patient identifying data. For example, this patient
identifying subset of fields can include a name field, a
patient ID number field or other unique patient identifier
field, a date field, a time field, an age field, an accession
number field, SOP instance UID, and/or other fields that
could be utilized to identify the patient and/or contain
private information. A non-identifying subset of fields of the
header can include hospital identifiers, machine model iden-
tifiers, and/or some or all fields of medical scan entry 352
that do not correspond to patient identifying data. The
patient identifying subset of fields and the non-identifying
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subset of fields can be mutually exclusive and collectively
exhaustive with respect to the header. The at |east one patient
identifier function can include generating afirst set of patient
identifiers by ignoring the non-identifying subset of fields
and extracting the entries of the patient identifying subset of
fields only. This first set of patient identifiers can be ano-
nymized to generate a de-identified header as discussed
herein.

In some embodiments, at least one second patient iden-
tifier detection function can be performed on the report data
of the medical report. The at least one second patient
identifier detection function can include identifying patient
identifying text in the report data by performing a natural
language analysis function, for example, trained by the
medical scan natural language analysis system 114. For
example, the at least one second patient identifier detection
function can leverage the known structure of the medical
report and/or context of the medical report. A second set of
patient identifiers corresponding to the patient identifying
text can be determined, and the second set of patient
identifiers can be anonymized to generate a de-identified
medical report. In some embodiments, a de-identified medi-
ca report includes clinical information, for example,
because the portion of the original medical report that
includes the clinical information was deemed to be free of
patient identifying text and/or because the portion of the
original medical report that includes the clinical information
was determined to include pertinent information to be pre-
served.

In some embodiments, the medical report includes image
data corresponding to freehand or typed text. For example
the medica report can correspond to a digitized scan of
original freehand text written by a radiologist or other
medical professiona. In such embodiments, the patient
identifier detection function can first extract the text from the
freehand text in the image data to generate text data before
the at least one second patient identifier detection functionis
performed on the text of the medical report to generate the
second set of patient identifiers.

In some embodiments, the at least one second patient
identifier detection function can similarly be utilized to
identify patient identifying text in free text fields and/or
unstructured text fields of a DICOM header and/or other
metadata of the medical scan and/or medical report data by
performing a natural language analysis function, for
example, trained by the medica scan natura language
analysis system 114. A third set of patient identifiers corre-
sponding to this patient identifying text of the free text
and/or unstructured header fields can be determined, and the
third set of patient identifiers can be anonymized to generate
de-identified free text header field and/or unstructured
header fields. In some embodiments, a de-identified free text
header field and/or unstructured header field includes clini-
cal information, for example, because the portion of the
original corresponding header field that includes the clinical
information was deemed to be free of patient identifying text
and/or because the portion of the origina corresponding
header field that includes the clinical information was deter-
mined to include pertinent information to be preserved.

Patient identifiers can also be included in the image data
of the medica scan itself. For example, freehand text
corresponding to a patient name written on a hard copy of
the medical scan before digitizing can be included in the
image data, as discussed in conjunction with FIG. 10B.
Other patient identifiers, such as information included on a
patient wristband or other identifying information located on
or within the vicinity of the patient may have been captured
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when the medical scan was taken, and can thus be included
in the image. At least one third patient identifier detection
function can include extracting text from the image data
and/or detecting non-text identifiers in the image data by
performing a medical scan image analysis function, for
example, trained by the medical scan image analysis system
112. For example, detected text that corresponds to an image
location known to include patient identifiers, detected text
that corresponds to aformat of a patient identifier, and/or or
detected text or other image data determined to correspond
to apatient identifier can be identified. The at |east one third
patient identifier detection function can further include iden-
tifying patient identifying text in the text extracted from the
image data by performing the at least one second patient
identifier detection function and/or by performing a natural
language analysis function. A fourth set of patient identifiers
corresponding to patient identifying text or other patient
identifiers detected in the image data of the medical scan can
be determined, and the fourth set of patient identifiers can be
anonymized in the image data to generate de-identified
image data of the medical scan as described herein. In
particular, the fourth set of patient identifiers can be detected
in a set of regions of image data of the medical scan, and the
set of regions of the image data can be anonymized.

In some embodiments, only a subset of the patient iden-
tifier detection functions described herein are performed to
generate respective sets of patient identifiers for anonymiza-
tion. In some embodiments, additional patient identifier
detection functions can be performed on the medical scan
and/or medical report to determine additional respective sets
of patient identifiers for anonymization. The sets of patient
identifiers outputted by performing each patient identifier
detection function can have a null or non-null intersection.
The sets of patient identifiers outputted by performing each
patient identifier function can have null or non-null set
differences.

Cases where the sets of patient identifiers have non-null
set differences can indicate that a patient identifier detected
by one function may have been missed by another function.
The combined set of patient identifiers, for example, gen-
erated as the union of the sets of sets of patient identifiers
outputted by performing each patient identifier function, can
be used to build a blacklist term set, for example, stored in
memory 2806. The blacklist term set can designate the final
set of termsto be anonymized. A second pass of header data,
medical scans, medica reports, and/or any free text
extracted from the header data, the medical scan, and/or the
medical report can be performed by utilizing the blacklist
term set to flag terms for anonymization that were not caught
in performing the respective at least one patient identifier
detection function. For example, performing the second pass
can include identifying at least one patient identifier of the
blacklist term set in the header, medical report, and/or image
data of the medical scan. This can include by searching
corresponding extracted text of the header, medical report,
and/or image data for terms included in blacklist term set
and/or by determining if each term in the extracted text is
included in the blacklist term set.

In some embodiments, at least one patient identifier is not
detected until the second pass is performed. Consider an
example where afreetext field of aDICOM header included
a patient name that was not detected in performing a
respective patient identifier detection function on the free
text field of the DICOM header. However, the patient name
was successfully identified in the text of the medical report
in performing a patient identifier detection function on the
medical report. This patient name is added to the blacklist
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term list, and is detected in asecond pass of thefreetext field
of the DICOM header. In response to detection in the second
pass, the patient name of the free text field of the DICOM
header can be anonymized accordingly to generate a de-
identified free text field. Consider a further example where
the patient name isincluded in the image data of the medical
scan, but was not detected in performing a respective patient
identifier detection function on the free text field of the
DICOM header. In the second pass, this patient name can be
detected in at least one region of image data of the medical
scan by searching the image data for the blacklist term set.

In some embodiments, performing some or al of the
patient identifier detection functions includes identifying a
set of non-identifying terms, such as the non-identifying
subset of fields of the header. In particular, the non-identi-
fying terms can include terms identified as clinical informa-
tion and/or other terms determined to be preserved. The
combined set of non-identifying terms, for example, gener-
ated as the union of the sets of sets of non-identifying
outputted by performing each patient identifier function, can
be used to build a whitelist term set, for example, stored in
memory 2806. Performing the second pass can further
include identifying at least one non-identifying term of the
whitelist term set in the header, medical report, and/or image
data of the medical scan, and determining not to anonymize,
or to otherwise ignore, the non-identifying term.

In various embodiments, some or all terms of the whitelist
term set can be removed from the blacklist term set. In
particular, at least one term previously identified as a patient
identifier in performing one or more patient identifier detec-
tion functions is determined to be ignored and not anony-
mized in response to determining the term isincluded in the
whitelist term set. This can help ensure that clinicaly
important information is not anonymized, and is thus pre-
served in the de-identified medical scan and de-identified
medical report.

In some embodiments, the second pass can be performed
after each of the patient identifier detection functions are
performed. For example, performing the anonymization
function can include performing this second pass by utiliz-
ing the blacklist term set to determine the final set of terms
to be anonymized. New portions of text in header fields, not
previously detected in generating the first set of patient
identifiers or the third set of patient identifiers, can be
flagged for anonymization by determining these new por-
tions of text correspond to terms of the blacklist term set.
New portions of text the medical report, not previously
detected in generating in the second set of patient identifiers,
can be flagged for anonymization by determining these new
portions of text correspond to terms of the blacklist term set.
New regions of the image data of the medical scan, not
previously detected in generating the fourth set of patient
identifiers, can be flagged for anonymization by determining
these new portions of text correspond to terms of the
blacklist term set.

In some embodiments, the blacklist term set is built as
each patient identifier detection function is performed, and
performance of subsequent patient identifier detection func-
tions includes utilizing the current blacklist term set. For
example, performing the second patient identifier detection
function can include identifying afirst subset of the blacklist
term set in the medical report by searching the text of the
medical report for the blacklist term set and/or by determin-
ing if each term in the text of the medical report isincluded
in the blacklist term set. Performing the second patient
identifier detection function can further include identifying
at least one term in the medical report that isincluded in the
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whitelist term set, and determining to ignore the term in
response. Thefirst subset can be anonymized to generate the
de-identified medical report as discussed herein. New
patient identifiers not already found can be appended to the
blacklist term set, and the updated blacklist term set can be
applied to perform a second search of the header and/or
image data of the medical scan, and at least one of the new
patient identifiers can be identified in the header in the
second search of the header and/or in the image data in a
second search of the image data. These newly identified
patient identifiers in the header and/or image data are
anonymized in generating the de-identified medical scan.

As another example, a second subset of the blacklist term
set can be detected in a set of regions of image data of the
medical scan by performing the medical scan image anaysis
function on image data of the medical scan, where theimage
analysis function includes searching the image data for the
set of patient identifiers. For example, the medical scan
image analysis function can include searching the image
datafor text, and the second subset can include detected text
that matches one or more terms of the blacklist term set. In
some embodiments, detected text that matches one or more
terms of the whitelist term set can be ignored. The second
subset can be anonymized to generate de-identified image
data as discussed herein. New patient identifiers that are
detected can be appended to the blacklist term set, and the
updated blacklist term set can be applied to perform a second
search of the header and/or metadata of the medical scan,
and/or can be applied to perform a second search of the
medical report. At least one of the new patient identifiers can
be identified in the header as a result of performing the
second search of the header and/or at least one of the new
patient identifiers can be identified medical report as aresult
of performing the second search of the medical report. These
newly identified patient identifiers can be anonymized in the
header along with the originally identified blacklist term set
in generating the de-identified header, and/or can be anony-
mized in the medical report along with the originally iden-
tified first subset in generating the de-identified medical
report.

In some embodiments, the memory 2806 further stores a
global blacklist, for example, that includes a vast set of
known patient identifying terms. In some embodiments, the
global blacklist is also utilized by at least one patient
identifier detection function and/or in performing the second
pass to determine patient identifying terms for anonymiza-
tion. In some embodiments, the blacklist term set generated
for a particular medical scan and corresponding medical
report can be appended to the global blacklist for use in
performing the second pass and/or in detecting patient
identifiers in subsequently received medical scans and/or
medical reports.

Alternatively or in addition, the memory 2806 can further
store a global whitelist, for example, that includes a vast set
of terms that can be ignored. In particular, the global
whitelist can include clinical terms and/or other terms that
are deemed beneficial to preserve that do not correspond to
patient identifying information. In some embodiments, the
global whitelist is utilized by at least one patient identifier
detection function and/or in performing the second pass to
determine terms to ignore in the header, image data, and/or
medical report. In some embodiments, the whitelist term set
generated for a particular medical scan and corresponding
medical report can be appended to the global whitelist for
use in performing the second pass and/or in ignoring terms
in subsequently received medical scans and/or medical
reports.
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Alternatively or in addition, the memory 2806 can further
storeaglobal graylist, for example, that includes ambiguous
terms that could be patient identifying terms in some con-
texts, but non-identifying terms in other contexts. For
example, “Parkinson” could correspond to patient identify-
ing data if part of a patient name such as “John Parkinson”,
but could correspond to non-patient identifying data meant
to be ignored and preserved in the de-identified medical
report and/or de-identified medical scan if part of adiagnosis
term such as “Parkinson’s disease.” In some embodiments,
the global graylist is also utilized in performing the second
pass and/or in performing at least one patient identifier
detection function to determine that atermisincluded in the
graylist, and to further determine whether the term should be
added to the blacklist term set for anonymization or whitelist
term set to be ignored by leveraging context of accompa-
nying text, by leveraging known data types of a header field
from which the term was extracted, by leveraging known
structure of the term, by leveraging known data types of a
location of the image data from which the term was
extracted, and/or by leveraging other contextual informa-
tion. In some embodiments, the graylist term set can be
updated based on blacklist and/or whitelist term sets for a
particular medical scan and corresponding medical report.

In some embodiments, the at least one anonymization
function includes a fiducial replacement function. For
example, someor al of the blacklist term set can be replaced
with a corresponding, global fiducia in the header, report
data, and/or image data. In some embodiments, the global
fiducial can be selected from a set of global fiducials based
on atype of the corresponding patient identifier. Each patient
identifier detected in the header and/or medical report can be
replaced with a corresponding one of the set of global text
fiducials. Each patient identifiers detected in the image data
can be replaced with a corresponding one of the set of global
image fiducials. For example, one or more globa image
fiducials can overlay pixels of regions of theimage data that
include the identifying patient data, to obfuscate the iden-
tifying patient data in the de-identified image data.

The global text fiducials and/or global image fiducias can
be recognizable by inference functions and/or training func-
tions, for example, where the global text fiducials and global
image fiducials areignored when processed in atraining step
to train an inference function and/or are ignored in an
inference step when processed by an inference function.
Furthermore, the global text fiducials and/or globa image
fiducials can be recognizable by a human viewing the
header, medical report, and/or image data. For example, a
radiologist or other medical professional, upon viewing a
header, medical report, and/or image data, can clearly iden-
tify the location of a patient identifier that was replaced by
the fiducial and/or can identify the type of patient identifier
that was replaced by the fiducial.

As an example, the name “ John Smith” can bereplaced in
a header and/or medical report with the text “%PATIENT
NAME%", where the text “%PATIENT NAME%" is a
global fiducial for name types of the header and/or the text
of medical reports. The training step and/or inference step of
medical scan natural language analysis functions can rec-
ognize and ignore text that matches “ %PATIENT NAME%”
automatically.

FIG. 10B illustrates an example of anonymizing patient
identifiers in image data of a medical scan. In this example,
the name “John Smith” and the date “May 4, 2010" is
detected as freehand text in the original image data of a
medical scan. The regions of the image data that include the
patient identifiers can each be replaced by global fiducial in
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the shape of arectangular bar, or any other shape. As shown
in FIG. 10B, afirst region corresponding to the location of
“John Smith” in the origina image data is replaced by
fiducial 2820 in the de-identified image data, and a second
region corresponding to the location of “May 4, 2010" in the
origina image data is replaced by fiducial 2822 in the
de-identified image data. The size, shape, and/or location of
each global visua fiducial can be automatically determined
based on the size, shape, and/or location of the region that
includes the patient identifier to minimize the amount of the
image data that is obfuscated, while still ensuring the
entirety of the text is covered. While not depicted in FIG.
10B, the fiducia can be of a particular color, for example,
where pixels of the particular color are automaticaly rec-
ognized by the training step and/or inference step of medical
scan image analysis functions to indicate that the corre-
sponding region be ignored, and/or where the particular
color is not included in the original medical scan and/or is
known to not be included in any medical scans. The fiducial
can include text recognizable to human inspection such as
“%PATIENT NAME" and “%DATE" as depicted in FIG.
10B, and/or can include a QR code, logo, or other unique
symbol recognizable to human inspection and/or automati-
cally recognizable by the training step and/or inference step
of medical scan image analysis functionsto indicate that the
corresponding region be ignored.

In some embodiments, other anonymization functions can
be performed on different ones of the patient identifying
subset of fields to generate the de-identified header, de-
identified report data, and/or de-identified image data. For
example, based on the type of identifying data of each field
of the header, different types of header anonymization
functions and/or text anonymization functions can be
selected and utilized on the header fields, text of the report,
and/or text extracted from the image data. A set of anony-
mization functions can include a shift function, for example,
utilized to offset a date, time or other tempora data by a
determined amount to preserve absolute time difference
and/or to preserverelative order over multiple medical scans
and/or medical reports of asingle patient. FIG. 10B depicts
an example where the shift function is performed on the date
detected in the image data to generate fiducial 2822, where
the determined amount is 10 years and 1 month. The
determined amount can be determined by the de-identifica-
tion system randomly and/or pseudo-randomly for each
patient and/or for each medical scan and corresponding
medical report, ensuring the original date cannot be recov-
ered by utilizing a known offset. In various embodiments,
other medical scans and/or medical reports are fetched for
the same patient by utilizing a patient ID number or other
unique patient identifier of the header. These media scans
and reports can be anonymized as well, where the dates
and/or times detected in these medical scans and/or medical
reports offset by the same determined amount, randomized
or pseudo-randomized for particular patient ID number, for
example, based on performing a hash function on the patient
ID number.

The set of anonymization functions can include at least
one hash function, for example utilized to hash a unique
patient 1D such as a patient ID number, accession number,
and/or SOP instance UID of the header and/or text. In some
embodiments, the hashed SOP instance UID, accession
number, and/or patient ID number are prepended with a
unique identifier, stored in a database of the memory 2806
and/or shared with the entities to which the de-identified
medical scans and/or medical reports are transmitted, so that
de-identified medical scans and their corresponding de-
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identified medical reports can be linked and retrieved ret-
roactively. Similarly, longitudinal data can be preserved as
multiple medical scans and/or medical reports of the same
patient will be assigned the same hashed patient 1D.

The set of anonymization functions can further include at
least one manipulator function for some types of patient
identifiers. Some values of header fields and/or report text
that would normally not be considered private information
can be considered identifying patient dataif they correspond
to an outlier value or other rare value that could then be
utilized to identify the corresponding patient from a very
small subset of possible options. For example, a patient age
over 89 could be utilized to determine the identity of the
patient, for example, if there are very few patients over the
age of 89. To prevent such cases, in response to determining
that apatient identifier correspondsto an outlier value and/or
in response to determining that a patient identifier compares
unfavorably to a normal-range threshold value, the patient
identifier can be capped at the normal-range threshold value
or can otherwise be manipulated. For example, a normal-
range threshold value corresponding to age can be set at 89,
and generating a de-identified patient age can include cap-
ping patient ages that are higher than 89 at 89 and/or can
include keeping the same value for patient ages that are less
than or equal to 89.

In some embodiments, the de-identified header data is
utilized to replace the corresponding first subset of patient
identifiers detected in the medical report with text of the
de-identified header fields. In other embodiments, a set of
text anonymization functions includes a global text fiducial
replacement function, shift function, a hash function, and/or
manipulator functions that anonymize the corresponding
types of patient identifiers in the medical report separately.

In some embodiments where the image data of a medical
scan includes an anatomical region corresponding to a
patient’s head, the image data may include an identifying
facial structure and/or facial featuresthat could be utilized to
determine the patient’s identity. For example, a database of
facial images, mapped to acorresponding plurality of people
including the patient, could be searched and a facial recog-
nition function could be utilized to identify the patient in the
database. Thus, facial structure included in the image data
can be considered patient identifying data.

To prevent this problem and maintain patient privacy, the
de-identification system can further be implemented to per-
form facia obfuscation for facial structure detected in
medical scans. At least one region of the image data that
includes identifying facial structure can be determined by
utilizing a medical image analysis function. For example,
the medical image analysis function can include a facia
detection function that determines the regions of the image
datathat includeidentifying facial structure based on search-
ing the image data for pixels with a density value that
corresponds to facial skin, facia bone structure, or other
density of an anatomical mass type that corresponds to
identifying facial structure, and the facial obfuscation func-
tion can be performed on the identified pixels. Alternatively
or in addition, thefacial detection function can determine the
region based on identifying at least one shape in the image
data that corresponds to a facial structure.

The image obfuscation function can include a facia
structure obfuscation function performed on the medical
scan to generate de-identified image data that does not
include identifying facia structure. For example, the facial
structure obfuscation function can mask, scramble, replace
with a fiducial, or otherwise obfuscate the pixels of the
region identified by the facial detection function. In some
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embodiments, the facial structure obfuscation function can
perform a one-way function on the region that preserves
abnormalities of the corresponding portions of the image,
such as nose fractures or facial skin legions, while still
obfuscating the identifying facial structure such that the
patient is not identifiable. For example, the pixels of the
identifying facial structure can be altered such that they
converge towards a fixed, generic facial structure. In some
embodiments, a plurality of facial structure image data of a
plurality of patients can be utilized to generate the generic
facia structure, for example, corresponding to an average or
other combination of the plurality of faces. For example, the
pixels of the generic facial structure can be averaged with,
superimposed upon, or otherwise combined with the pixels
of the region of the image data identified by the facia
detection function in generating the de-identified image
data.

In some embodiments, a hash function can be performed
on an average of the generic facia structure and the iden-
tified facial structure of the image data so that the generic
facia structure cannot be utilized in conjunction with the
resulting data of the de-identified image data to reproduce
the original, identifying facia structure. In such embodi-
ments, the hash function can alter the pixel values while still
preserving abnormalities. In some embodiments, a plurality
of random, generic facial structures can be generated by
utilizing the plurality of facial structure image data, for
example, where each if the plurality of facial structureimage
data are assigned a random or pseudo-random weight in an
averaging function utilized to create the generic facial
structure, where a new, random or pseudo-random set of
weights are generated each time the facia structure obfus-
cation function is utilized to create a new, generic facial
structure to be averaged with the identified facial structurein
creating the de-identified image data to ensure the original
identifying facial structure cannot be extracted from the
resulting de-identified image data.

While facia obfuscation is described herein, similar tech-
niques can be applied in a similar fashion to other anatomi-
cal regions that are determined to include patient identifiers
and/or to other anatomical regions that can be utilized to
extract patient identifying information if not anonymized.

In some embodiments, the at least one receiver 2802 is
included in at least one transceiver, for example, enabling
bidirectional communication between the medical picture
archive system 2620 and/or the report database 2625. In
such embodiments, the de-identification system 2800 can
generate queries to the medical picture archive system 2620
and/or the report database 2625 for particular medical scans
and/or medical reports, respectively. In particular, if the
medical scan and medical report are stored and/or managed
by separate memories and/or separate entities, they may not
be received at the same time. However, a linking identifier,
such as DICOM identifiers in headers or metadata of the
medical scan and/or medical report, such accession number,
patient 1D number, SOP instance UID, or other linking
identifier that maps the medical scan to the medica report
can be utilized to fetch a medical report corresponding to a
received medical scan and/or to fetch a medical scan cor-
responding to a received medical report via a query sent
utilizing the at least one transceiver. For example, in
response to receiving the medical scan from the medical
picture archive system 2620, the de-identification system
can extract alinking identifier from a DICOM header of the
medical scan, and can query the report database 2625 for the
corresponding medical report by indicating the linking iden-
tifier in the query. Conversely, in response to receiving the
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medical report from the report database 2625, the de-
identification system can extract the linking identifier from
a header, metadata, and/or text body of the medical report,
and can query the medical picture archive system 2620 for
the corresponding medical scan by indicating the linking
identifier in the query. In some embodiments, a mapping of
de-identified medical scansto original medical scans, and/or
amapping of de-identified medical reports to original medi-
cal reports can be stored in memory 2806. In some embodi-
ments, linking identifiers such as patient ID numbers can be
utilized to fetch additional medical scans, additional medical
reports, or other longitudinal data corresponding to the same
patient.

FIG. 11 presents a flowchart illustrating a method for
execution by a de-identification system 2800 that stores
executional instructions that, when executed by at least one
processor, cause the de-identification to perform the steps
below.

Step 2902 includes receiving from a first entity, via a
receiver, a first medical scan and a medical report corre-
sponding to the medical scan. Step 2904 includesidentifying
aset of patient identifiersin a subset of fields of afirst header
of the first medical scan. Step 2906 includes performing a
header anonymization function on each of the set of patient
identifiers to generate a corresponding set of anonymized
fields. Step 2908 includes generating a first de-identified
medical scan by replacing the subset of fields of the first
header of the first medical scan with the corresponding set
of anonymized fields. Step 2910 includes identifying a first
subset of patient identifiers of the set of patient identifiersin
themedical report by searching text of the medical report for
the set of patient identifiers. Step 2912 includes performing
a text anonymization function on the first subset of patient
identifiers to generate corresponding anonymized place-
holder text for each of the first subset of patient identifiers.
Step 2914 includes generating a de-identified medical report
by replacing each of thefirst subset of patient identifierswith
the corresponding anonymized placeholder text. Step 2916
includes transmitting, via atransmitter, the de-identified first
medical scan and the de-identified medical report to a
second entity via a network.

In various embodiments, the medical scan is received
from aPicture Archive and Communication System (PACS),
where the medica report is received from a Radiology
Information System (RIS), and where the first de-identified
medical scan and the de-identified medical report are trans-
mitted to a central server that is not affiliated with the PACS
or the RIS. In various embodiments, first medical scan and
the medical report are stored in a first memory for process-
ing. The first memory is decoupled from the network to
prevent the set of patient identifiers from being communi-
cated via the network. The first de-identified medical scan
and the de-identified medical report are stored in a second
memory that is separate from the first memory. The first
de-identified medical scan and the de-identified medical
report are fetched from the second memory for transmission
to the second entity.

In various embodiments, the header anonymization func-
tion performed on each of the set of patient identifiers is
selected from a plurality of header anonymization functions
based on one of a plurality of identifier types of the corre-
sponding one of the subset of fields. In various embodi-
ments, the plurality of identifier types includes a date type.
A shift function corresponding to the date type is performed
on a first date of the first header to generate the first
de-identified medical scan, where the shift function includes
offsetting the first date by a determined amount. A second
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medical scan is received, via the receiver, that includes a
second header. A unique patient ID of the first header
matches a unique patient ID of the second header. The shift
function is performed on a second date of the second header
by offsetting the second date by the determined amount to
generate a second de-identified medical scan. The second
de-identified medical scan istransmitted to the second entity
via the network.

In various embodiments, the plurality of identifier types
includes a unique patient 1D type. A hash function corre-
sponding the unique patient ID type is performed on the
unique patient 1D of the first header to generate the first
de-identified medical scan. The hash function is performed
on the unique patient ID of the second header to generate the
second de-identified medical scan. An anonymized unique
patient 1D field of the first de-identified medica scan
matches an anonymized unique patient ID field of the
second de-identified medical scan as a result of the unique
patient ID of the first header matching the unique patient 1D
of the second header.

In various embodiments, the plurality of identifier types
includes alinking identifier type that maps the medical scan
to the medical report. A hash function corresponding to the
linking identifier type is performed on alinking identifier of
the first header to generate a hashed linking identifier. A
linking identifier field of the first de-identified medical scan
includes the hashed linking identifier. Performing the text
anonymization function on the first subset of patient iden-
tifiers includes determining one of the first subset of patient
identifiers correspondsto linking identifier text and perform-
ing the hash function on the one of the first subset of patient
identifiers to generate the hashed linking identifier, where
the de-identified medical report includes the hashed linking
identifier.

In various embodiments, a second subset of patient iden-
tifiers of the set of patient identifiersisidentified in a set of
regions of image data of the medical scan by performing an
image analysis function on image data of the medical scan.
The image analysis function includes searching the image
data for the set of patient identifiers. An identifier type is
determined for each of the second subset of patient identi-
fiers. One of a plurality of image fiducials is selected for
each of the second subset of patient identifiers based on the
identifier type. De-identified image data is generated, where
aset of regions of the de-identified image data, correspond-
ing to the set of regions of the image data, includes the one
of the plurality of image fiducials to obfuscate each of the
second subset of patient identifiers. Generating the first
de-identified medical scan further includes replacing the
image data of the medical scan with the de-identified image
data.

In various embodiments, a new patient identifier is iden-
tified in the medical report by performing a natural language
analysis function on the medical report, where new patient
identifier is not included in the set of patient identifiers. The
set of patient identifiersis updated to include the new patient
identifier prior to searching the image data of the medical
scan for the set of patient identifiers, and the second subset
of patient identifiers includes the new patient identifier.

In various embodiments, the memory further stores a
global identifier blacklist. The natural language analysis
function includes searching the medical report for a plurality
of termsincluded in the global identifier blacklist to identify
the new patient identifier. In various embodiments, the
de-identification system determines that the global identifier
blacklist does not include one of the set of patient identifiers,
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and the global identifier blacklist is updated to include the
one of the set of patient identifiers.

In various embodiments, performing the image analysis
function further includes identifying a new patient identifier
in the image data, where new patient identifier is not
included in the set of patient identifiers. Identifying text is
extracted from a region of the image data corresponding to
the new patient identifier. The new patient identifier is
identified in the medical report by searching text of the
medical report for the identifying text. The text anonymiza-
tion function is performed on new patient identifier to
generate anonymized placeholder text for the new patient
identifier. Generating the de-identified medical report further
includes replacing the identifying text with the anonymized
placeholder text for the new patient identifier.

In various embodiments, generating the de-identified
image data further includes detecting an identifying facial
structure in the image data of the medical scan. Generating
the de-identified image data includes performing a facia
structure obfuscation function on the image data, and where
the de-identified image data does not include the identifying
facial structure.

FIGS. 12A-12C present an embodiment of a multi-label
medical scan analysis system 3002. The multi-label medical
scan analysis system can be operable to train a multi-label
model, and/or can utilize the multi-label model to generate
inference data for new medical scans, indicating probabili-
ties that each of a set of abnormality classes are present in
the medical scan. Heat maps for each of the set of abnor-
mality can be generated based on probability matrices for
display to via a display device.

As shown in FIGS. 12A-12C, the multi-label medical
scan analysis system 3002 can communicate bi-direction-
ally, via network 150, with the medical scan database 342
and/or with other databases of the database storage system
140, with one or more client devices 120, and/or, while not
shown in FIG. 12A, with one or more subsystems 101 of
FIG. 1.

In some embodiments, the multi-label medical scan
analysis system 3002 is an additional subsystem 101 of the
medical scan processing system 100, implemented by uti-
lizing the subsystem memory device 245, subsystem pro-
cessing device 235, and/or subsystem network interface 265
of FIG. 2A. For example, the multi-label medical scan
analysis system 3002 can be implemented by utilizing the
medical scan image analysis system 112 to train and/or
utilize a computer vision model. In some embodiments, the
multi-label medical scan analysis system 3002 utilizes, or
otherwise communicates with, the central server system
2640. For example, the medical scan database 342 can be
populated with de-identified data generated by the medical
picture archive integration system 2600. The multi-label
medical scan analysis system 3002 can receive de-identified
medical scans of the training set with their corresponding
annotation data, diagnosis data, and/or medical reports
directly from the medical picture archive integration system
2600, for example, where the annotation data, diagnosis
data, and/or medical reports are utilized to determine the
medical labels for medical scans in the training set. As
another example, the multi-label medical scan analysis sys-
tem 3002 can perform an inference function on de-identified
medical scans received from the medical picture archive
integration system 2600, and probability matrix data and/or
determined abnormality classes generated in the inference
data can be assigned to the medical scan in the medical
picture archive integration system 2600. As another
example, the multi-label medical scan analysis system 3002
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can request de-identified medical scans, annotation data,
and/or reports that match requested criteria for the training
set and/or for new medical scans to be labeled. In some
embodiments, some or al of the multi-label medical scan
analysis system 3002 is implemented by utilizing other
subsystems 101 and/or is operable to perform functions or
other operations described in conjunction with one or more
other subsystems 101.

As shown in FIG. 12A, the multi-label medical scan
analysis system can be operable to train a computer vision
based model on a plurality of medical scans. A medical scan
training set can be received from the medical scan database
342 and/or from another subsystem 101. The medical scan
training set can include a plurality of medical scans of the
same or different modality and/or anatomical region. For
example, the medical scan training set can include exclu-
sively chest x-rays. The medical scan training set can
include a plurality of medical |abels assigned to the plurality
of medical scans. The medical labels assigned to a medical
scan can correspond to at least one of a set of abnormality
classes, and each medical scan in the training set can be
labeled with zero, one, or a plurality of labels of the set of
abnormality classesthat are present in the medical scan. For
example, when the training set includes chest x-rays, the set
of abnormality classes can include atelectasis, effusion,
mass, pneumonia, consolidation, emphysema, pleural thick-
ening, cardiomegaly, infiltration, nodule, pneumothorax,
edema, fibrosis, and/or hernia. The abnormality classes can
correspond to some or al of the abnormality classifier
categories 444, and/or can correspond to any set of abnor-
mality types or categories, diagnosis types or categories, or
medical conditions.

In some embodiments, the training set can further include
region of interest data for some or all medical scans. The
region of interest data can indicate a portion of the medical
scan and/or an anatomical region where the medical label is
present in the medical scan, and the model can be trained by
utilizing this region of interest data. In other embodiments,
no region of interest information is provided, and the at |east
one medical label assigned to a medical scan of the training
data is considered a global label for the medical scan as a
whole.

A training step 3010 can be applied to the medical scan
training data to generate model parameters or other model
data corresponding to a trained model. In some embodi-
ments, multiple models are trained by utilizing multiple sets
of training data, for example, where each set of training data
corresponds to a different modality and/or anatomical
region. Performing training step 3010 can include perform-
ing the training step 1352 of the medical scan image analysis
system 112. In some embodiments, performing the training
step 3010 includes training a neural network, for example
where the image data of each the plurality of medical scans
is the input data. A vector corresponding to the set of
abnormality classes, populated by binary indicators corre-
sponding to which medical labels correspond to each of the
plurality of medical scans, can correspond the output data.

The data of thetraining set can alternatively correspond to
a N-N-K matrix, where the value of N corresponds to a
highest-resolution level of a multi-resolution model, and
where the value of K corresponds to number of abnormality
classesin the set of abnormalities/abnormality classes. Each
of the N - N values for each of the K classes can correspond
to an image patch of two-dimensional image data, such asan
x-ray or other two-dimensional medical image. When no
region of interest data is available, each of the N - N values
for each of the K classes can be populated with a binary
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indicator corresponding to whether the corresponding abnor-
mality class is present in the image data as a whole, where
each of the N - N values for the same K class are assigned to
the same binary indicator. In the case where region of
interest datais available in training, each of the N - N values
for each of the K classes can be populated with a binary
indicator corresponding to whether the corresponding abnor-
mality class is present in the corresponding image patch of
the image data.

In embodiments where the medical scans of the training
set have a plurality of dlices, an additional dimension M can
correspond to the number of slices, where the output data of
the training set correspondsto a N-N-M - K matrix, where
each of the N-N-M values for each of the K classes
corresponds to an image patch of the corresponding image
dlice.

In some embodiments, other information of the medical
scan accompanying the image data can be utilized as input
data. For example, patient demographic and/or history data,
and/or other fields of a corresponding medical scan entry
352 can be utilized to train the model aong with the image
data.

The model data generated by performing the training step
3010 can correspond to amulti-resolution model such asthe
model described in FIG. 14A. The model data can be
transmitted to other subsystems 101 for usein implementing
an inference function on new medical scans, can be trans-
mitted to medical scan analysis function database 346 for
access by one or more other subsystems 101, and/or can be
stored localy by the multi-label medical scan analysis
system 3002 for use in implementing an inference function
on new medical scans.

As shown in FIG. 12B and FIG. 12C, the multi-label
medical scan analysis system 3002 can receive new medical
scans from the medical scan database 342 and/or from
another subsystem 101. The multi-label medical scan analy-
sis system 3002 can perform an inference function 3020 on
the new medical scans by utilizing the model data generated
as discussed in conjunction with FIG. 12A. The inference
function can be performed on the image data alone, or can
be performed on additional information aong with the
image data, such as metadata of the medical scan, patient
demographic and/or history data, and/or other fields of a
corresponding medical scan entry 352, for example, if the
model was trained utilizing such information.

The output of the inference function 3020 can include a
N-N-K matrix that indicates N-N probability values for
each of the K classes. Each of the N - N values, for each of
the K classes, can correspond to one of N - N image patches
of the image data. Each of the N - N probability values for
each of the K classes can correspond to a probability that the
a corresponding one of the set of abnormality classes is
present in the corresponding image patch. As discussed in
conjunction with FIG. 12A, the value of N can correspond
to a resolution of a pluraity of resolution layers of the
model. The patches can correspond to grid squares in the
image data. For example, if the size of the image data of the
new medical scan is 1024 - 1024 pixels, the value of N can
correspond to 64 for a total of 64% image patches, each
containing 16 - 16 pixels. In other examples, the patches can
correspond to aplurality of non-disjoint subsets of theimage
data.

In some embodiments, the model data corresponds to a
multi-resolution model consisting of multiple resolution
layers, where low resolution layers capture context and/or
semantic information, and high resolution layers capture
finer details. In particular, the model can include a set of
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resolution layers, each with a different value n-n- K, where
thevalue of n- n correspondsto the number of image patches
the image is partitioned into at that resolution layer. Thus,
higher values of n can correspond to higher-resolution of the
layer. The set of resolution layers can include an 8- 8 layer,
al6-16 layer, a32- 32 layer, and/or a 64 - 64 layer, and the
64 - 64 layer can correspond to the output layer.

In some embodiments, resolution of the input image data
is reduced to lower and lower resolutions, for example,
using ResNets Resolution at each layer is preserved, for
example, using DenseNets, to produce an initial feature map
at each layer. Final feature maps can be generated at each
layer, starting at the lowest resolution layer, and upsampling
the results to generate the final feature maps at higher
resolution layers. In particular, resolution preserving non-
linear transformations can be incrementally applied be on a
channel-wise concatenation of a previous feature map of the
current layer and the upsampled feature map of the previous
layer, for example, as discussed in conjunction with FIG.
13A. At the fina, highest resolution layer, a probability
matrix can be generated by applying a sigmoid function to
the final feature map of the highest resolution layer, indi-
cating probabilities for each instance (at 64 - 64 resolution),
for each of the K classes. Spatial information is preserved by
utilizing this coarse-to-fine approach, where at lower reso-
lutions, weak localization cues can be further refined in
subsequent higher resolutions. In particular, this preserva-
tion of spatial information allows abnormalities to be local-
ized in inference step 3020 based on the output probability
matrix, even in embodiments where no region of interest
data was utilized in training step 3010.

In embodiments where the medical scans of the training
set have a plurality of slices, an additional dimension M can
correspond to the number of dlices, where the output data of
the training set correspondsto a N - N -M - K matrix, where
each of the N-N-M values for each of the K classes
corresponds to an image patch of the corresponding image
dice. The value of M can be constant across each of the
plurality of resolution layers of the model, where thereis a
plurdity of n-n image patches for each of the M dlices at
each of the resolution layers. In other embodiments, the
plurdity of image patches are three-dimensional image
subregions at some or all of the resolution layers, where the
three-dimensional image subregions include pixels from
multiple image slices. The dice-wise resolution can also
improve with each resolution layer, for example, where the
number of slicesin each three-dimensional image subregion
decreases at higher resolution layers. The number of slices
in each three-dimensional image subregion at the highest
resolution layer can be equal to one, or can be equal to a
different lowest number.

In some embodiments, performing the inference function
3020 can include performing theinference step 1354 of FIG.
7B to generate one or more probability matrices 1371, with
an added dimension K corresponding to each of the plurality
of abnormality classes. Thus, the probability matrices 1371
can be generated for each of the K abnormality classes. The
detection step 1372, abnormality classification step 1374,
similar scan identification step 1376, and/or display param-
eter step 1378 can similarly be performed separately for
each of the K abnormality classes.

The probability matrix data generated as output of the
inference function 3020 can be transmitted to the client
device 120 for display viaadisplay device. Alternatively or
in addition, the probability matrix data can be transmitted for
use by another subsystem 101 and/or can be transmitted to
the medical scan database to be mapped to the correspond-
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ing medical scan. Alternatively or in addition, the probabil-
ity matrix data can be utilized by the multi-label medical
scan analysis system 3002 to generate saliency maps, to
generate region of interest data, to generate global prob-
abilities for each class as illustrated in FIG. 12B, and/or to
generate heat map visualization data as illustrated in FIG.
12C. As used herein a saliency map is an image that shows
unique quality, such as an indication of probability on a
pixel-by-pixel or patch-by-patch basis. A saliency map can
simplify and/or change the representation of an image into
something that is more meaningful and easier to analyze.

Generating the saliency maps can include, for example,
assigning each value in the probability matrix to 1 or 0, and
can be generated for each resolution level. Each valuein the
probability matrix can be assigned the value 1 or O by
comparing the raw probability to a threshold. The threshold
can be the same or different for each of the K abnormality
classes, and/or can be the same or different for each of the
N-N image patch locations. The saliency maps can be
visually presented, for example, where image patches
assigned a value of 1 are displayed in white or another first
color, and where image patches assigned a value of 0 are
displayed in black or another second color or color intensity.
The saliency maps can be transmitted to the client device
120 for display via a display device. Alternatively or in
addition, the saliency maps can be transmitted for use by
another subsystem 101 and/or can be transmitted to the
medical scan database to be mapped to the corresponding
medical scan.

Generating the region of interest data can include com-
paring values of each probability matrix to a probability
threshold. The probability threshold can be the same or
different for the plurality of abnormality classes. In some
embodiments, the region of interest data indicates one or
more image patches with a probability value that compared
favorably to the probability threshold for at least one of the
K abnormality classes. In some embodiments, the at least
one of the K abnormality classes for which the probability
value compared favorably to the probability threshold is
further indicated in the region of interest data. The region of
interest data can be transmitted for use by another subsystem
101 and/or can be transmitted to the medical scan database
to be mapped to the corresponding medical scan. Alterna-
tively or in addition, the region of interest data can be
transmitted to the client device 120 for display via a display
device. In particular, the region of interest data can be
displayed in conjunction with the medical scan, for example,
where the one or more image patchesidentified in the region
of interest data are outlined, highlighted, or otherwise indi-
cated visually. Furthermore, the at least one of the abnor-
mality classes corresponding to the region of interest can be
identified astext, and/or asacolor or pattern used to identify
the region interest. For example, for region of interest data
of amedical scan with afirst region of interest correspond-
ing to a first abnormality class and a second region of
interest corresponding to a second abnormality class, the
first region of interest can be indicated via an interface
displayed by the display device by overlaying the corre-
sponding image patch of the image data of the medical scan
with a first color and/or pattern, and the second region of
interest can be indicated via the interface by overlaying the
corresponding image patch of the image data of the medical
scan with a second color and/or pattern. In some embodi-
ments, the region of interest datais presented by utilizing the
interface of the medical scan assisted review system 102. In
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some embodiments, the region of interest data is presented
by the interface of the multi-label heat map display system
of FIGS. 13A-13C.

FIG. 12B illustrates an embodiment of a multi-label
medical scan analysis system 3002 that is implemented as a
global multi-label generating system. The multi-label medi-
cal scan analysis system 3002 can generate global probabili-
ties, for example, by performing amedical labeling function
3030 on the probability matrix data. Generating the global
probabilities can include evaluating the N-N probability
matrix for each of the K classes and determining a global
probability value for each of the K classes. In some embodi-
ments, the global probability value for a given abnormality
class is assigned a highest probability of the corresponding
N - N probability matrix. In some embodiments, the global
probability value for an abnormality class is based on an
average of some or all of the probability values of the
corresponding N-N probability matrix, and/or based on
some other function of the vaues of the N-N probability
matrix. In some embodiments, determining the global prob-
ability value includes applying a filter to the probability
matrix.

In some embodiments, afinal binary identifier is assigned
for each of the K classes, indicating whether each of the K
abnormality classes are determined to be present or absent in
the medical scan, based on their global probabilities. For
example, each of the K global probabilities can be compared
to aprobability threshold, which can be the same or different
for each of the K abnormality classes. The abnormality can
be determined to be present when the corresponding global
probability value compares favorably to the probability
threshold, and can be determined to be absent when the
corresponding probability value compares unfavorably to
the probability threshold.

The global probability data and/or final binary identifiers
determined for some or al of the K classes can be trans-
mitted to the client device 120 for display via a display
device. Alternatively or in addition, the global probability
dataand/or final binary identifiers are transmitted for use by
another subsystem 101 and/or are transmitted to the medical
scan database to be mapped to the corresponding medical
scan. In some embodiments asingle, global binary identifier
is generated, alternatively or in addition for the final binary
identifiers for each of the K classes. The global binary
identifier can be generated based on the probability matrix
data, the global probability values, and/or final binary iden-
tifiers, and can indicate whether or not the medical scan is
determined to include any abnormalities.

In some embodiments, the K abnormality classes are
treated as independent variables. In such cases, the global
probability for each abnormality class can be computed
based only on corresponding the N - N matrix, independent
of other N - N probability matrixes of the other K -1 abnor-
mality classes. Similarly, the final binary identifier for each
of the abnormality classes can be computed based only on
the corresponding global probability, independent of the
global probabilities of the other K -1 abnormality classes.

In other embodiments, dependency of some or al of the
K abnormality classes is utilized in computing the global
probabilities and/or the final binary identifiers. For example,
correlation data that indicates correlations between pairs
and/or subsets of the K abnormality classes can be deter-
mined and/or learned based on the training data, and the
global probabilities and/or binary identifiers can be gener-
ated based on the correlation data. For example, the global
probabilities can be computed as joint probabilities utilizing
the correlation data. As another example, a global probabil-
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ity value for a first abnormality class can be set to a higher
value in response to a high global probability value being
computed for a second abnormality class that has a high
correlation with the first abnormality class. In some embodi-
ments, the correlations are learned and inherently integrated
within the model and are reflected when the probability
matrices are generated as output when the inference function
is performed, and further consideration of abnormality class
interdependencies is not necessary.

In various embodiments, a multi-label medical scan
analysis system 3002 implemented as a globa multi-label
generating system is operable to receive, via a receiver, a
plurality of medical scans and a plurality of medical labels
corresponding to the plurality of medical scans. Each of the
plurality of medical labels corresponds to one of a set of
abnormality classes. A computer vision model is generated
by training on the plurality of medical scansand the plurality
of medical labels. Probability matrix data is generated by
performing an inference function 3020 that utilizes the
computer vision model on a new medical scan. The prob-
ability matrix data includes, for each of a set of image
patches of the new medical scan, a set of patch probability
values corresponding to the set of abnormality classes. Each
of the set of patch probability values indicates a probability
that a corresponding one of the set of abnormality classesis
present in the each of the set of image patches. Global
probability datais generated based on the probability matrix
data. The global probability data indicates a set of global
probability values corresponding to the set of abnormality
classes, and each of the set of globa probability values
indicates a probability that a corresponding one of the set of
abnormality classes is present in the new medical scan. The
global probability data is transmitted, via a transmitter, to a
client device for display via a display device. It should be
noted that the global probability value can indicate a prob-
ability by being the probability itself, one minus the prob-
ability, the value of some other deterministic function of the
probability, the value of some other likelihood function
including a non-parametric statistic, the value of another
function or scale indicating a degree of belief or other value.

FIG. 12C illustrates an embodiment of the multi-label
medical scan analysis system 3002 implemented as a multi-
label heat map generating system. Preliminary heat map
visualization data is generated, for example, by performing
aheat map generator function 3040 on the probability matrix
data.

In particular, the preliminary heat map visualization data
can indicate a preliminary heat map for each of the K
abnormality classes, based on their corresponding N-N
probability matrix. The preliminary heat map visualization
data can assign, for each one of the set of K abnormality
classes, one color value of a set of color values for portions
of the new medical scan where the one of the set of
abnormality classes is present. Each preliminary heat map
can indicate pixel values or other color values, correspond-
ing to grayscale and/or RGB color values, corresponding to
pixels of the input image data. In some embodiments, pixel
values and/or other color values are only indicated for each
image patch of the highest resolution, for example, where a
single color value is computed for each of the values of the
N - N probability matrix for each of the K classes. In some
embodiments, preliminary heat maps are generated for each
of the resolution layers, for example, where a single color
valueis computed for each image patch of the corresponding
resolution layer.

The pixel values of each preliminary heat map can be
proportional to the raw probability values of the N-N
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probability and/or can be computed as a deterministic func-
tion of the raw probability values. In various embodiments,
the preliminary heat map visualization data has an intensity
that isafunction of the model confidence for each of the set
of K abnormalities, with areas of greater confidence/prob-
ability having a higher color intensity/brightness as opposed
to areas of lower confidence/probability having a lower
color intensity/brightness and further with areas of zero or
substantially zero probability being dark. In addition or in
the alternative, the colors assigned to the various abnormali-
ties can be predetermined based on the abnormality severity
and/or a confidence that an abnormality is malignant/severe
as opposed to being benign/harmless. For example, fungal
disease can be color-coded differently than soft tissue.

In various embodiments, a color spectrum is used to
assign colors based on condition severity. More severe
conditions can be assigned colors on a high end of the color
spectrum such as red or orange with less severe conditions
being assigned colors on the low end of the spectrum such
as green or blue. For example, benign calcified granuloma
can be colored blue, while potentially cancerous abnormali-
tiesare colored red. Furthermore, nodul es can be segmented/
highlighted with a color spectrum as a function of how
confident the model is that they are cancerous and/or based
on, for example, a lung-RADS score calculated for each
nodule. In this fashion, benign nodules are also colored
based on the low end of the color spectrum, indicating that
they were caught by the model, but the model is confident
that they are benign.

In various embodiment, the preliminary heat map visual-
ization data results in a N-N resolution heat map, and if
displayed by the same number of pixels as the input image,
resultsin al pixels of the same image patch being assigned
the same color and intensity. This can result in borders
between image patches having a dramatic shift in color
intensity. The heat map visualization data can be generated
via heat-map post-processing function 3060 by a post-
processing of the preliminary heat map visualization data to
mitigate heat map artifacts. Post-process heat maps dis-
played to users can improve the technology of medical
image reviewing tools by more quickly drawing the user’s
attention to the regions of interest and/or emphasizing areas
of most concern to the patient. In particular, post-processing
techniques can target the user’s attention to the right part of
the scan, while maintaining the user’s confidence in the
underlying Al model and not confusing users based on
extraneous findings that might be included in the prelimi-
nary heat map visualization data. Furthermore, post-process-
ing can facilitate a better user experience or convey certain
information instead of linking the level-of-heat directly to
the model’s indication of probability.

For amore visually desirable heat map, the post-process-
ing function 3060 can apply a smoothing function to smooth
the color intensity transitions between image patches and/or
to otherwise soften the borders between image patches by
changing color intensity values gradually within each image
patch in the direction towards each of up to four borders,
based on the color intensity of the neighboring image patch
in each of the up to four directions. For example, when a
64 - 64 dimension probability matrix isoutputted for 21024 -
1024 image for each abnormality class, smoothing tech-
niques can be applied within each of the 16- 16 dimension
patches, for example, to smooth the borders between
patches. In this case, the same image patch can include
pixels of varying color intensities. Color intensity value
differentials between ones of a set of initial color values of
neighboring pixels included in different ones of the set of
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image patches can be reduced as a result of applying the
smoothing function. In some embodiments, the smoothing
function is different for some or al of the K abnormality
classes.

Alternatively or in addition, the heat map post-processing
function 3060 can apply a segmentation masking function to
some or all of the preliminary heat map visualization data to
mask one or more designated or determined regions, for
example, based on borders of an anatomical region. For
example, the segmentation masking function can mask
everything outside of the heart. Masking can include not
assigning pixel valuesfor the masked region of the heat map
and/or can include setting the pixel values for the masked
region of the heat map to a mask color such as black, white,
or other uniform, predetermined mask color. In some
embodiments, the segmentation masking function is differ-
ent for heat maps of each of the K different abnormality
classes, for example, based on predetermined anatomical
regions the different ones of the K abnormality classes
pertain to. For example, for chest x-rays, heat maps for some
of the K abnormality classes can mask regions outside the
lungs, for example, when the corresponding abnormality
classis prevalent in the lungs. As a further example, other
ones of the K abnormality classes can mask regions outside
the heart, for example, when the corresponding abnormality
class is prevalent in the heart.

The heat map post-processing function 3060 can operate
by: comparing the probability that the corresponding one of
the set of abnormality classesis present in the each of the set
of image patches with a corresponding threshold probability;
and only highlight/color an image patch in the set of image
patches when the probability compares favorably to the
probability threshold. These threshold values may be the
same or different for each of the set of K abnormalities. In
addition or in the aternative, the heat map post-processing
function 3060 can apply other post-processing techniques to
the preliminary heat map visualization data. For example, a
border detection function can be applied to determine
boundaries/borders corresponding to the portions/regionsin
the preliminary heat map visualization data where one of
abnormalities is present with high confidence, for example
with probabilities above a predetermined threshold value.

In various embodiments, the heat map post-processing
function 3060 can apply a smoothing function to the bound-
aries to the heat map post-processing function 3060 to filter
the boundaries in order to reduce tails, pixelization artifacts,
sharp edges and/or other irregularities and artifacts. In
addition or in the alternative, the heat map post-processing
function 3060 can apply a Gaussian blur or other blurring
function to a border, apply a gradient blur or other smooth-
ing to the pixelsin the detected region and/or apply filtering
to outlier points outside of the boundaries of theregioninthe
preliminary heat map visualization data and/or apply a
segmentation mask to mask pixels of the preliminary heat
map visualization data that are outside of the boundaries,
wherein the pixels that are outside the boundaries are not
assigned color values in the heat map visualization data.

This heat map visualization data can be transmitted to a
client device 120 for display via an associated display
device. In some embodiments, an interface is displayed by
the display device in accordance with the medical scan
report review system 102, medical scan report labeling
system 104, medical scan annotating system 106, medical
scan diagnosing system 108, other medical scan subsystem
101, aPACSviewing tool, and/or other medical scan viewer.
Thisinterface can be an interactive user interface that allows
auser to interact with the interface and further that displays,

10

15

20

25

30

35

40

45

50

55

60

65

76

based on the heat map visualization data, at least one of the
heat maps for a corresponding one of the K abnormality
classes. Each heat map can be displayed based on the
corresponding color values for each pixel. In some embodi-
ments, the raw pixel values of the heat map are displayed. In
some embodiments, the heat map visualization datais super-
imposed on or overlaid on the medical scan image data via
atransparency function, where features of the original image
data are till visible and the heat map highlights or shades
the original image data in accordance with the color values/
intensities of the heat map visualization data. The heat maps
can be displayed in conjunction with text identifying the
corresponding abnormality class, with the calculated global
probability value for the corresponding abnormality class,
and/or with the final binary identifier of the corresponding
abnormality class. In various embodiments, the interface
described in conjunction with PACS viewing tool, medical
scan report review system 102, medical scan report labeling
system 104, medical scan annotating system 106, medical
scan diagnosing system 108, other medical scan subsystem
101 and/or other medical scan viewer.

In various embodiments, a multi-label medical scan
analysis system 3002 implemented as a multi-label heat map
generating system is operable receive, via a receiver, a
plurality of medical scans and a plurality of medical labels
corresponding to the plurality of medical scans, where each
of the plurality of medical labels correspond to one of a set
of abnormality classes. A computer vision model can be
generated by training on the plurality of medical scans and
the plurality of medical labels. A new medical scan can be
received, via the receiver. Probability matrix data can be
generated by performing an inference function that utilizes
the computer vision model on the new medical scan. The
probability matrix data includes, for each of a set of image
patches of the new medical scan, a set of patch probability
values corresponding to the set of abnormality classes. Each
of the set of patch probability values indicates a probability
that a corresponding one of the set of abnormality classesis
present in the each of the set of image patches. Preliminary
heat map visualization data can be generated based on the
probability matrix data. Heat map visualization data can be
generated by a post-processing of the preliminary heat map
visualization data to mitigate heat map artifacts. The heat
map visualization data can indicate, for each of the set of
abnormality classes, a different color value for pixels of the
new medical scan that correspond to a detected abnormality.
The heat map visudization data can be transmitted to the
client device 120 for display via an associated display
device.

In various embodiments, an interface displayed by the
display device displays each of a set of heat maps indicated
in the heat map visualization data, wherein each of the set of
heat maps corresponds to the set of abnormality classes. The
multi-label heat map generating system can further operate
by generating global probability data based on the probabil-
ity matrix data, wherein the global probability dataindicates
aset of global probability values corresponding to the set of
abnormality classes, wherein each of the set of global
probability values indicates a probability that a correspond-
ing one of the set of abnormality classesis present in the new
medical scan and further by generating heat map ordering
data by ranking the global probability data, wherein the
interface displays the set of heat maps in an order indicated
by the heat map ordering data. For example, the ordering can
be established so that one of the set of heat maps corre-
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sponding to one of the set of abnormality classes with a
highest corresponding global probability value is displayed
first.

The multi-label heat map generating system can further
operate by determining a subset of the set of abnormality
classes are present in the new medical scan based on the
probability matrix data. The interface can be configured to
only display heat maps corresponding to the subset of the set
of abnormality classes. The interface used by the client
device 120 can further operate to respond to user interac-
tions with the interface to toggle between displays of two or
more of the set of heat maps, to respond to user interactions
with the interface to select a subset of the set of heat maps
to be displayed in association with a future processing of
another new medical scan by the multi-label heat map
generating system, and/or respond to user interactions with
the interface to select the custom heat map settings that are
sent to via the network 150. The custom heat map settings
can be used, for example, by the heat map post-processing
function 3060 to customize the heat map visualization data
based on these a selection of probability thresholds, masks,
region boundary processing and/or other post processing
parameters. The custom heat map settings can also be used
by the client device 120, for example, to select particular
modes for displaying the heat maps and/or other display
parameters. In this fashion, for example, a radiologist/user
can toggle between different heat map views, otherwise
choose which heat maps to view and/or customize which
heat maps settings they prefer for incoming scans.

Factor data received vis network 150 can also be used by
heat map post-processing function 360 to automatically set
or adjust custom heat map settings and/or used by the
interface of client device 120 to suggest particular custom
heat map settings for different radiologists/users based on
the cognitive factors and/or systematic factors determined to
be prevalent in errors for these different radiologists/users.
In particular, the multi-label heat map generating system can
further operate by receiving factor data that identifies one or
more factors that contribute to errors associated with the
medical professional; and to determining the custom heat
map setting, based on the one or more factors that contribute
to errors associated with the medical professional. The one
or more factors can include at least one systematic factor that
indicates errors that occur more frequently for reviews by
the medical professional associated with: using a particular
one of plurality of viewing tools; using a particular interface
feature of a viewing tool; a particular time a day; after a
number of prior reviews in a reviewing session of the
medical profession; and/or after a particular duration of the
reviewing session. In addition or in the aternative, the one
or more factors can include one or more of: an anchoring
bias factor; a framing bias factor; a satisfaction of search
factor; a satisfaction of report factor; and/or atunnel vision
factor.

It should be noted that while the client device 120 and the
multi-label scan analysis system 3002 are shown as being
separate, in various embodiments, the client device 120 and
the multi-label scan analysis system 3002 can be imple-
mented via a single subsystem 101 or other computer,
processing module or other processing platform.

The discussion that follows in conjunction with FIGS.
13A-13D introduces an example embodiment of the model
generated by multi-label medical scan analysis system 3002.
Diagnostic imaging often requires the simultaneous identi-
fication of amultitude of findings of varied size and appear-
ance. Beyond global indication of said findings, the predic-
tion and display of localization information improvestrust in
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and understanding of results when augmenting clinical
workflow. Medical training data rarely includes more than
global image-level labels as segmentations are time-con-
suming and expensive to collect. The example embodiment
of the multi-label medical scan analysis system 3002 utilizes
a novel architecture, which learns at multiple resolutions
while generating saliency maps with weak supervision that
are used to generate preliminary heat map visualization data.

As used herein, x . R """ denotes an input image with
width w, height h, and channel c. In particular, x can
correspond to the medical scan received by the multi-label
medical scan analysis system 3002. As used herein, y is a
binary vector of dimensionality K, where K is the total
number of classes. In particular, K can correspond to the size
of the set of abnormality classes discussed herein. For a
specific class k, y,=0 indicates its absence and y,=1 its
presence. The subscript indexes a particular example, for
instance, {x;; y;} is the i-th example. As used herein, F

RW-h-¢ denotes a feature map and Q , R "X denotes a
sdiency map, with Q .[0,1]. As used herein, two depth
factors | and m accompany the feature and saliency maps.
For instance, F' is the feature map as the result of a set of
nonlinear transformation that changes the spatial resolution
of F'-1. On the other hand, F,, , and F,, are consecutive
feature maps that preserve the resolution during the nonlin-
ear transformation.

FIG. 13A illustrates an example model that can be utilized
by the multi-label medical scan analysis system 3002. In
particular, FIG. 13A illustrates an example inference func-
tion 3020 that produces a saliency map with a resolution of
64 - 64, illustrating the process from input X-ray image to a
predicted abnormality score. To reduce the resolution, a
standard ResNet is firstly applied on the input image. To
preserve the resolution, a standard DenseNet is applied per
resolution. Upsampling and channel-wise concatenation
fuse information from multiple resolutions. L SE-LBA pool-
ing aggregates instance scores to the globa probability
Different numbers of resolution layers and/or different reso-
lutions at each layer can be utilized in other embodiments.
In some embodiments, the inference function 3020 and/or
the medical 1abeling function 3030 can be implemented by
utilizing the model of FIG. 13A as discussed herein.

Each ResNet can contain several sub-modules, each of
which is parameterized as F'**=s(g(F')+f(F')). F** can be
half the resolution of F', and/or can have twice the number
of channels as F'. s can be is an element-wise nonlinearity.
Thefunctionsg and f can be composed of aseriesof 1- 1 and
3- 3 convolutions. The reduction in spatial resolution can be
achieved by using convolutionswith astride size 2. A simple
f and complex g can be chosen such that f is as close as
possible to a simple identity transformation, leaving the
heavy-lifting non-linear transformations to g to learn the
residua. In some embodiments, spatial resolutions can be
preserved with F,,, ;=s(9(F,)+F,,) in which casef is chosen
to be the identity function.

ResNets are susceptible to over-parameterization, which
becomes critical when residual connections are used repeat-
edly on the horizontal data row in FIG. 13A without chang-
ing the spatial resolution. In the scenario where F**=s(g
(FY+f(F")) is applied repeatedly, amodel could simply learn
to ignore the capacity in g, especialy when s is a rectified
linear unit (relu). This would effectively defeat the purpose
of inner-resolution propagation where a model is encour-
aged to specialize in making predictions under a selected
resolution |. To solve this issue, the non-identity transfor-
mation on F' can be enforced explicitly, which can include
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removing the residual connections. Because the resulting
model would lose the attraction of being easy to optimize,
DenseNets can be utilized, where the resolution-preserving
transformation is formulated as F,,=s(f(F,PF,D . . . DF,)),
where & denotes the channel-wise concatenation of feature
maps and f denotes a series of resolution-preserving non-
linear transformations. This equation for F,, enforces the
nonlinear transformation f on al previous feature maps
without the possibility of skipping using identity mapping
while still maintaining the desirable property of being easy
to optimize due to the direct connections with all previous
feature maps. Such a design effectively encourages the
participation of all previous feature maps in propagation.

Fine-scale features, computed at high resolutions, capture
detailed appearance information while coarse-scale features,
computed from lower resolution representations of the data,
capture semantic information and context. In deep neural
networks utilized by the multi-label medical scan analysis
system 3002, fine-scale features are learned in the earliest
layers and coarse-scale features are learned in the subse-
quent layers, where the spatia resolution of the data has
been reduced by repeated downsampling operations. Thus,
the model learns to construct a feature hierarchy in a
fine-to-coarse manner. While the coarse-scal e features at the
top of typical classification neural networks are suitable for
image-level classification, spatial information required to
precisely localize abnormalities is likely to be lost. If the
model is expected to predict not only what abnormalities are
present in the image but where they are, then the spatial
information must be reintegrated.

The model illustrated in FIG. 13A performs this incre-
mentally, in a coarse-to-fine manner, by repeatedly perform-
ing the operation F.'=f(UF*Y)&(F, ,)), where F.
denotes the m-th resolution-preserving feature map at reso-
lution level |, where F,'** denotes the n-th feature map from
the lower resolution level 1+1, where F,,,_,' denotes previous
feature map at resolution level |, where U denotes the
upsampling operation, and where & denotes the channel-
wise concatenation. The upsampling operation U, can be
implemented in various ways including bilinear interpola-
tion, nearest-neighbors interpolation, and/or learnable trans-
posed convolutions. In the example embodiment discussed
here, nearest-neighbors can be used to implement U .

Log-Sum-Exp Pooling with Lower-bounded Adaptation
can be utilized to take a saliency map S of a particular class
k and produces afinal score p, and can be defined asfollows:

1 & h
p = LSE-LBA(S) = gl D explro +exp(B)S; 1}

1
———lo,
7o+ exp(B) e

As used herein, S Q""" denotes a two-dimensional
saliency map for aparticular classk to be pooled. S, ; denotes
the(i, j)-th element of S. In other embodiments, a Noisy-OR
(NOR) function, generalized-mean (GM) function, and/or
Log-Sum-Exponent (LSE) function can be utilized in per-
forming the pooling function to generate the final score p.
The final score p can correspond to the global probability
determined for the corresponding abnormality class k as
discussed in conjunction with FIG. 12B. For example, the
medical labeling function 3030 can be implemented by
utilizing the LSE-LBA function, and/or another pooling
function.

In addition to maintaining the benefits of using a pooling
function which balances average and max pooling, the
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LBE-LSA pooling function is robust to the issue of numeri-
cal underflow when S, is very close to zero, compared with
other pooling functions such as NOR and GM pooling, due
to the removal of the exponential that directly actson S ;.
LSE-LBA &aso preserves probabilities. By bounding the
valuesin Sto bein the range [0; 1], the resulting score will
also bein the sameinterval. Since the LSE-LBA function is
monotonically increasing in S;, it attains its maximum
vauewhenadl S ;=1, anditsminimum valuewhen al S, ;=0.
When Sisamap of al 0's, LSE-LBA(S)=0 and, and when
Sisamap of al 1's LSE-LBA(S)=1. A sigmoid activation
function can be used on each S ; to maintain this property.
In addition to being numerically stable in computation, our
the LSE-LBA function reparametrizes a hyperparameter r,
used in LSE pooling, with r=ry+exp(b) wherer, isapositive
constant and b a learnable parameter. r can be lower
bounded by r,, expressing the sharpness prior of the pooling
function. A large r, can encourage the learned saliency map
to have less diffuse modes.

The model of FIG. 13A can be utilized in a weskly-
supervised setting where pixel-wise labels are not available
and only image-level annotations are utilized. Given the
multi-resolution fused feature map at the highest level
resolution F°, RW-"-¢ it is further divided into a grid of
N-N, with N being the chosen resolution of the final
sadliency map. In some embodiments, N=w=h, resulting in
FO . RWN-c Each of the N? c-dimensional vectors repre-
sents an ingtance I,,(x) in the bag F°, where n={1, . . . N?}.
The K-class instance probability is P(I,(x))=sigmoid(WI,
(x)), where W is a K by ¢ parameter matrix that is shared
among all N? instances. This leads to the final probabilistic
saliency map S .QV"N-K. Following the LBE-L SA pooling
function, P(x)=LSE-LBA(S(x)), where prediction P (x) isa
K-dimensional vector and represents, according to the prob-
ability-preserving property of LSE-LBA pooling the prob-
ability of x belonging to K classes. Hence, a multi-class
cross-entropy cost can be directly computed given y.

FIG. 13B illustrates example output saliency maps at
various resolutions for an input chest x-ray. The model can
produce all of the saliency maps, corresponding to each of
the resolution levels, or can produce the highest level
saliency map only. The model of FIG. 13A can aso be
utilized to generate probability matrix data and/or global
probability data for any other types of medical scans
described herein.

The model of FIG. 13A can be applied to datasets of
medical scans, such as the NIH Chest X-ray dataset, which
contains 112,120 frontal-view chest X-rays taken from
30,805 patients, where 51,708 images contain at |east one of
14 |abeled pathologies, in a PNG format with a standardized
spatial resolution of 1024 - 1024. The 14 labeled pathologies
can correspond to the set of abnormality classes, and can
include, for example, atelectasis, effusion, mass, pneumonia,
consolidation, emphysema, pleura thickening, cardio-
megaly, infiltration, nodule, pneumothorax, edema, fibrosis,
and/or hernia. Other clinical information including patients’
age and gender are accessible in addition to the pathology
labels, and while not used in this example embodiment, can
be utilized in other example embodiments to train the model
and/or implement the inference function.

For computational efficiency, theinputs of 1024 - 1024 can
be downsampled to 512-512. Data augmentation can be
applied during training, for example, where each image is
zoomed by a factor uniformly sampled from [0.25; 0.75],
trandated in four directions by a factor uniformly sampled
from [-50; 50] pixels, and/or rotated by a factor uniformly
sampled from [-25; 25] degrees. After data augmentation,
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theinputs can be normalized to theinterval [O; 1]. To further
regularize the model, a weight decay can be applied, for
example, with a coefficient of 107>

Themodel can betrained from scratch using only the NIH
training set, for example, with an Adam optimizer and a
learning rate of 0.001. Early stopping can be performed on
thevalidation set based on the average AUC (AreaUnder the
ROC curve) over al of the set of pathologies. For classifi-
cation, the AUC per abnormality can be utilized.

In some embodiments, no bounding boxes are used at
training time so that the model remains weakly supervised
with respect to the task of localization. The best models on
the classification task can then be evaluated on their local-
ization performance. The quality of localization can be
determined using the metric of intersection over detected
bounding boxes (Io0BB) with T(IoBB)=a, where a is set at
a certain threshold. 10BB can be extremely sensitive to the
choice of the discretization threshold by which the predicted
probability score Sis binarized before being compared with
ground truth bounding boxes. 10BB can be very sensitive to
the choice of a binarization threshold t to discretize proba-
bilistic saliency maps into binary foreground and back-
ground masks.

In some embodiments, the continuous version of DICE=
(2-S-G)/(S*+G?) can be utilized as the cost function for
training the model as a semantic segmentation model, where
S is the probabilistic saliency map directly output by the
model, and where G the ground truth binary bounding box
downsampled to 512 - 512, the same resol ution as the model
input. The DICE cost function, or another cost function, can
be selected to take into account the probability while avoid-
ing the decision of having to select the discretization thresh-
old t.

FIG. 13B presents a table illustrating an example of
abnormality classification and weakly supervised localiza-
tion performance on 14 abnormalities on the NIH Chest
X-ray test set. Three models with different lower-bounded
adaptation rq are included. In some embodiments, the impact
of ry is much more pronounced in localization than in
classification. In this example, the model is only trained on
NIH data In other embodiments, a pre-trained model, for
example, trained on ImageNet without multi-resolution
fusion. The bolded numbers of the table of FIG. 13B indicate
the maxima other than statistical significance. Compared
with classification, the choice of r, can have a more signifi-
cant impact on abnormality localization due to their likely
distinct visual appearance. For instance, whenr, issmall and
the sharpness prior is weak, a model can tend to perform
well on visualy diffused abnormalities such as cardio-
megaly, infiltration and pneumonia. Asthe sharpness prior is
strengthened, localization of focalized and patchy abnor-
malities can be improved, as in the case of atelectasis and
nodule. When choosing r, to be large, the performance of
diffused abnormalities can degrade, such as atelectasis,
cardiomegaly, effusion and pneumonia.

FIG. 13C includes an example of model-generated
saliency maps. In particular, for each of the abnormality
classes cardiomegaly, infiltration, nodule, effusion, mass,
and pneumonia, FIG. 13C includes, from left to right,
original images, ground truth bounding boxes, and model
generated saliency maps for each of rg=0, ry=5, r,=10,
respectively. The corresponding DICE score for each model -
generated saliency map 3262, computed with respect to the
ground truth, is also presented above the corresponding
saliency map. FIG. 13C illustrates that increasing r, can
result in overall sharper saliency maps. Using bounding
boxes to delineate abnormalities can be limited by over-
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estimating their true ROIs, which is illustrated in the cases
of infiltration and pneumonia. As illustrated in FIG. 13C,
some model findings can be incorrectly marked as false
positives due to labeling noise wherein the ground-truth
reader missed the finding.

FIG. 13D illustrates another example of saliency maps at
multiple resolutions generated for achest x-ray with mass by
utilizing the four models, with an increasing target resolu-
tion, that were trained, for example, as discussed in con-
junction with FIGS. 13A-13C, to produce the presented
visualization. In particular, FIG. 13D illustrates how multi-
resolution, lower-resolution maps can provide weak local-
ization cues that are refined in higher-resolution layers. In
some embodiments, only a highest resolution saliency map,
such as a 64 - 64 resolution saliency map, is generated for an
input medical scan.

As previously discussed, the interface used by the client
device 120 can further operate to respond to user interac-
tions with the interface to select the custom heat map
settings. These custom heat map setting can include any of
the various examples of post-processing methodologies dis-
cussed in conjunction with the operation of post-processing
function 3060. In this fashion, for example, a radiologist/
user determine and set which heat maps settings they prefer
that are stored as custom heat map settings and used as a
default for processing incoming scans. Factor data received
vis network 150 can also used by the interface of client
device 120 to suggest particular custom heat map settings
for different radiol ogists/users based on the cognitive factors
and/or systematic factors determined to be prevaent in
errors for these different radiol ogists/users.

FIG. 13D shows the preliminary heat map visualization
data generated based on these saliency maps for a mass
detected by the Al model in a chest x-ray. Furthermore, a
smoothed region boundary corresponding to the detected
mass is generated, based on factor data and/or custom heat
map settings, in a step of post-processing by the postpro-
cessing function 3060 using border detection, a smoothing
filter or other border smoothing function. In addition, a
customized segmentation mask or other masking function is
applied, based on factor data and/or custom heat map
settings, to eliminate artifacts in the preliminary heat map
visualization data outside of the border.

FIGS. 13E-G illustrate example heat map visualization
data in accordance with various embodiments. In FIG. 13E,
example heat map visualization data is presented where the
detected region corresponding to the detected mass is indi-
cated, based on factor data and/or custom heat map settings,
by asolid region of constant color and intensity. In FIG. 13F,
example heat map visualization data is presented where a
gradient blur is applied, based on factor data and/or custom
heat map settings, to the detected region corresponding to
the detected mass. Thisyields aregion of constant color but
an intensity that varies in brightness from most bright in the
centroid of the region tapering off to least bright at the
boundaries of the region. In FIG. 13G, example heat map
visualization data is presented where, based on factor data
and/or custom heat map settings, border smoothing is not
applied. Further, based on custom heat map settings, only
patches having probabilities above a selected threshold
value are highlighted. The pixelization of the detected region
based on the 64 - 64 saliency map is maintained in this case.
In this case, the use of the selected threshold value servesto
eliminate artifacts in the preliminary heat map visualization
data outside of the detected region—without the need of a
separate masking function.
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FIG. 14A illustrates amulti-label heat map display system
3100 that interacts with an associated display device 3170 to
display heat map visualization data and/or a set of heat maps
viaan interactive interface 3110. The heat map visualization
data can be generated by and received from the multi-label
medical scan analysis system 3002 as described in conjunc-
tion with FIGS. 12C, 13A-13G and/or the heat map visual-
ization data can be retrieved from another subsystem 101.
For example, the client device 120 can be implemented as
the multi-label heat map display system 3100, where the
multi-label heat map display system is an application stored
in memory of the client device and run by the processing
system of the client device to display the interactive inter-
face 3110, for example, by utilizing the display device 270
of FIG. 2A to generate the interactive interface 275. In some
embodiments, the multi-label medical scan analysis system
3002 is utilized to implement the multi-label heat map
display system 3100 by utilizing its own display device
3170. In some embodiments, the multi-label heat map
display system 3100 is an addition subsystem 101.

In various embodiments, a multi-label heat map display
system 3100 is operable to receive, viaareceiver, amedical
scan and heat map visualization data corresponding to a set
of heat maps of the medical scan, where each of the set of
heat maps corresponds to post-processed probability matrix
data generated for a corresponding one of a set of abnor-
mality classes by utilizing the medical scan as input to an
inference function. An interactive interface is generated for
display on a display device associated with the multi-label
heat map display system. A first portion of the interactive
interface displays image data of the medical scan, and a
second portion of the interactive interface displays at least
one of the set of heat maps. The first portion of the
interactive interface can be adjacent to the second portion of
the interactive interface. User input to a client device asso-
ciated with the multi-label heat map display system is
received, where the user input corresponds to a selection by
a user from option data presented by a third portion of the
interactive interface. An updated interactive interface is
generated for display on the display device, where the
updated interactive interface includes achange to the display
of the at least one of the set of heat maps by the second
portion of the interactive interface in response to the user
input.

FIGS. 14B and 14C present example views presented by
interactive interface 3110. The position and orientation of
different elements of the interface 3110 can be the same or
different than those presented in 14B and 14C, and the
features discussed in conjunction with FIGS. 14B and 13C
can be utilized in different arrangements of some or al of the
elements displayed by the interface 3110. In particular, the
heat map selection interface 3135 can be displayed in its
own window in any portion of the interface, and can
dynamically display different options as the user makes
selections of heat maps for display based on custom heat
map settings and/or and further permits sel ection/adjustment
of the custom heat map settings corresponding to each of the
K abnormalities classes. In some embodiments, the heat map
selection interface 3135 is not displayed as its own window,
and selections made by the user can correspond to direct
interaction with one or more heat maps displayed by the
interface, interaction with the originad medical scan dis-
played by the interface, or other interaction with the inter-
face 3110 indicating the selections from presented options or
other input utilized by theinterface 3110 as discussed herein.
Any embodiments of the heat map visudization data
described in conjunction with FIG. 12C can be displayed by
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the interactive interface 3110. Any of the embodiments of
the heat map visualization data described in conjunction
with FIG. 12C can correspond to options presented to the
user viathe interface, custom heat map settings, factor data
and/or can correspond to selection data received as user
input.

FIG. 14B illustrates an example of a view of interactive
interface 3110 that can be displayed by the display device of
client device 120, in response to receiving heat map visu-
alization data. Interface 3110 can display some or al of the
heat maps, for example, side by side in adjacent views,
and/or otherwise simultaneously. In some embodiments,
some or al heat maps are displayed in atable 3120 as shown
in FIG. 14B. While table 3120 is depicted as a single row,
with K columns, table 3120 can include a single column
with K rows, and/or can include any number of rows and
columns in other embodiments. In some embodiments, the
interface also displays the original medical scan 3112 along-
side the simultaneous display of the one or more of the heat
maps. The original medical scan 3112 can be displayed
statically and/or unaltered. The original medical scan 3112
can be displayed at the same size as each heat map in table
3120 for ease of comparison. Furthermore, the origina
medical scan 3112 can be aligned along a same horizontal
axis or asame vertical axis as arow or column of the table
3120 for further ease of comparison. In some embodiments,
the region of interest data generated by the multi-label
medical scan analysis system 3002 can be received and
presented in conjunction with display of the heat map and/or
the original medical scan 3112. In some embodiments, other
annotation data and/or diagnosis data generated in the infer-
ence data, for example, based on the detection step 1372
and/or the classification step 1374, can be presented in
conjunction with display of the heat map and/or the original
medical scan 3112.

A heat map selection interface 3135 can be utilized to
allow auser to select and/or toggle custom heat map settings
used for generation and display of the table of heat maps.
The user can correspond to a radiologist, a user responsible
for generating and/or maintaining the computer vision
model, a system administrator, and/or another user of one or
more subsystems 101. For example, the user can select from
a plurality of heat map ordering criteria options, where the
order of the K heat mapsis determined based on the ordering
criteria identified by the user to order the K heat maps. For
example, the user can select to order the heat maps in
descending order by their corresponding global probabili-
ties. As another example, the user can select from a plurality
of proper subset criteria options, where only a proper subset
of the K heat maps that meet the sel ected one or more proper
subset criteria options are displayed. For example, the user
can select to display only heat maps with a corresponding
global probability for the corresponding abnormality class
that compares favorably to a probability threshold. In some
embodiments, the user can select from a set of probability
thresholds and/or can enter the probability threshold as a
continuous value. In embodiments where heat maps are
generated for multiple resolution layers, al of the resolution
layers can be displayed by the table and/or each of the K heat
maps are displayed at a selected resolution layer selected by
the user utilizing the heat map selection interface 3135.

FIG. 14C illustrates another example of a view of inter-
active interface 3110 that can be displayed by the display
device of client device 120. In some embodiments, a win-
dow 3130 of the interface is designated for display of a
single one of the K heat maps, denoted as heat map X in FIG.
14C. In some embodiments, heat map X is selected in
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response to user selection of one of the K abnormality
classes and/or one of the K heat maps themselves. For
example, heat map selection interface 3135 can display alist
of the K abnormality classes and/or can display the table
3120, and the user can interact with the heat map selection
interface 3135 to indicate which heat map is shown. As
another example, the interface 3110 can change to the new
view of FIG. 14C displaying window 3130 in response to
selection of the one of the K heat maps from table 3120 by
user interaction to the view of interface 3110 presented in
FIG. 14B. For example, the table 3120 can correspond to
small, thumbnail images of the K heat maps that, when
selected, cause the window 3130 to display the selected heat
map as a larger display. In some embodiments the heat map
X is further selected based on selection of the one of the
plurality of resolution layers. In some embodiments, the user
can toggle between heat maps displayed in the window by
changing their selection of the one of the K abnormality
classes and/or resolution layers by interacting with heat map
selection interface 3135. While FIG. 14C presents a single
window, multiple windows can be included and can each
display different heat maps.

In some embodiments, the interface 3110 a so displaysthe
image data of the original medical scan 3112, and/or the
image data of the medical scan as it was received by the
multi-label heat map display system 3100, alongside the
window 3130. The originad medical scan 3112 can be
displayed statically and/or unaltered. The original medical
scan 3112 can be displayed at the same size as the heat map
X in window 3130 for ease of comparison. Furthermore, the
original medical scan 3112 can be aligned along a same
horizontal axis or a same vertical axis as the heat map X in
window 3130 for further ease of comparison. In some
embodiments, the region of interest data generated by the
multi-label medical scan analysis system 3002 can be
received and can be presented in conjunction with display of
the heat map and/or the original medical scan 3112. In some
embodiments, other annotation data and/or diagnosis data
generated in the inference data, for example, based on the
detection step 1372 and/or the classification step 1374, can
be presented in conjunction with display of the heat map
and/or the original medical scan 3112.

In some embodiments of interface 3110 as presented in
FIG. 14B, FIG. 14C, or another configuration of interface
3110, the user can interact with the heat map selection
interface 3135 or can otherwise interact with interface 3110
to toggle the smoothing function, for example, where the
user can turn smoothing on or off and/or can ater the
smoothing parameters of the smoothing function. As a
result, the interface can display one or more heat maps in
accordance with the selected parameters and/or without any
smoothing in response to the user input. In some embodi-
ments, the multi-label heat map display system 3100
receives smoothing function parameters and/or unsmoothing
function parameters that can be applied to smooth an
unsmoothed heat map received in the heat map visualization
data and/or to unsmooth a smoothed heat map received in
the heat map visualization data, respectively. For example,
unsmoothing a smoothed heat map can result in the regen-
erating or otherwise reverting back to the original heat map
before the smoothing function was applied. In other embodi-
ments, the smoothing function is a non-reversible function,
and the multi-label heat map display system 3100 can
receive a smoothed version and origina version of each of
the heat maps to enable the user to toggle between the
smoothed and unsmoothed versions. In some embodiments,
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the multi-label heat map display system 3100 can store a
copy of the original unsmoothed version locally after apply-
ing the smoothing function.

Alternatively or in addition, the user can interact with the
heat map selection interface 3135 or can otherwise interact
with interface 3110 to toggle the segmentation masking, for
example, where the user can mask or unmask the region
outside the anatomical region of interest in the display of one
or more heat maps. In some embodiments the user can
toggle between a plurality of anatomical regions by inter-
acting with the interface 3110, and as a result, the heat map
will be displayed with the pixels outside the selected ana-
tomical region masked. In some embodiments, the multi-
label heat map display system 3100 receives masking func-
tion parameters and/or unmasking function parameters that
can be applied to mask an unmasked heat map received in
the heat map visualization data and/or to unmask a masked
heat map received in the heat map visualization data, respec-
tively. For example, unmasking a masked heat map can
include regenerating or otherwise reverting back to the
original heat map before the masking function was applied.
In other embodiments, the masking function is a non-
reversible function, and the multi-label heat map display
system 3100 can receive an unmasked version and a masked
version, or a plurality of masked versions corresponding to
aplurality of different anatomical regions, of each of the heat
maps to enable the user to toggle between the masked and
unmasked versions. In some embodiments, the multi-label
heat map display system 3100 can store a copy of the
origina unmasked version locally after applying the mask-
ing function. The masking and smoothing can be toggled
separately or simultaneously, for example, where aheat map
is displayed as both masked and smoothed.

In some embodiments, for example, where each image
patch corresponds to the same color value, each image patch
and their corresponding probabilities are visualy distinct.
For example a heat map where no smoothing function was
applied and/or a heat map that was unsmoothed and reverted
back to its original form can have visualy distinct image
patches. In some embodiments, the user can interact with
window 3130 of FIG. 14C to select a particular image patch
of interest. In response, the interface 3110 can outline,
highlight, crop, zoom in on, or otherwise indicate the
corresponding image patch in the original medical scan
3112. This can enable the user to more easily inspect the
features of the image that resulted in the corresponding
probability matrix value of the image patch, for example,
allowing the user to detect featuresin the original image that
were improperly detected by the model as one of the K
abnormalities and/or allowing the user to detect features in
the original image that should correspond to one of the K
abnormalities, but were overlooked by the model.

The user can interact with the interface 3110 or otherwise
interact with the client device to correct heat maps, global
probabilities and/or final binary identifiers. For example, the
multi-label heat map display system 3100 can generate error
data based on user input corresponding to errors identified
by the user. In some embodiments, the user can identify
errors in one or more image patches of a heat map by
selecting the one or more image patches. The user can
identify whether the corresponding probabilities of the one
or more image patches were too high or too low. Correction
data can be generated based on user override of the prob-
ability of the one or more image patches, for example, where
the user indicates a binary identifier indicating whether the
corresponding abnormality is present or absent, and the
probability value can be replaced by the binary identifier. In
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some embodiments, a new, corrected probability matrix
and/or heat map can be generated and/or displayed by the
interface based on the user input and/or can be transmitted
to another client device, and/or for transmission back to the
multi-label medical scan analysis system 3002, for example
to assist in retraining of the model. In some embodiments,
the user can correct final binary indicators for some or all of
the K abnormality classes, for transmission to the medical
scan database, for transmission to another client device,
and/or for transmission back to the multi-label medical scan
analysis system 3002, for example to assist in retraining of
the model.

Alternatively or in addition, the user can initiate reme-
diation of the model via interaction with the interface 3110
or otherwise interacting with the client device, for example,
based on their review of heat maps for multiple medical
scans. |n response, the client device can transmit remedia-
tion instructions to the multi-label medical scan analysis
system 3002 and/or another subsystem 101, and remediation
can be performed in response, for example, by performing
remediation step 1140. In some embodiments, the remedia-
tion instructions can include updated model parameters
and/or can indicate error data and/or correction data indi-
cating errors identified in and/or corrections made to prob-
abilities of one or more image patches of one or more heat
maps, the probability matrix, heat map, global probabilities,
and/or final binary identifiersfor use in retraining the model
and/or other remediation.

In some embodiments, the heat map visualization data
indicates a predetermined ordering for the K heat maps. For
example, the K heat maps can be sorted in descending order
of the calculated global probability of the corresponding
abnormality class, where the heat map of the one of the K
heat maps with the highest corresponding global probability
vaue is first in the predetermined ordering. As another
example, the predetermined ordering corresponds to a deter-
mined severity or time-sensitivity of the corresponding
abnormality class, which can be determined based on fea-
tures of the abnormality detected in the medical scan. As
another example, the predetermined ordering is selected by
the user via the interface and/or is stored as user preference
data corresponding to the user. In some embodiments, the
predetermined ordering correspondsto a proper subset of the
K classes, for example, where only heat maps for abnor-
mality classes determined to be present in the medical scan
areincluded in the predetermined ordering. In some embodi-
ments, the user can override the predetermined ordering via
user input to the interface.

The table 3120 can be automatically arranged based on
the predetermined ordering determined by custom heat map
settings and/or factor data, for example, where the first heat
map of the predetermined ordering appears at the top of the
table and where the last heat map of the predetermined
ordering appears at the bottom of the table. As another
example, the first heat map of the predetermined ordering
can appear at the top-left most spot of the table and the last
heat map of the predetermined ordering appears at the
bottom-right most of the table. In embodiments where a
single heat map is displayed by window 3130, window 3130
can display the heat maps in accordance with the predeter-
mined ordering, one at a time, in sequence, where the
window displays a next heat map in the predetermined
ordering in response to user input indicating the user elects
to advance to the next heat map.

In some embodiments, interface 3110 can present mul-
tiple heat maps overlapping each other in the same window
3130. For example, a single set of pixels corresponding to
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the size of the medical scan can present multiple heat maps
simultaneously. In particular, the multiple heat maps can be
presented in accordance with different color schemes, dif-
ferent shading patterns, different animation patterns, or can
otherwise be visually distinguishable. In such embodiments,
the two or more heat maps simultaneously displayed in
window 3130 can correspond to the first two or more heat
maps in the predetermined ordering and/or can be selected
based on user input.

FIG. 15A is a schematic block diagram of a retroactive
discrepancy flagging system in accordance with various
embodiments. The retroactive discrepancy flagging system
3300 can be utilized to flag medical scans based on the result
of performing an automated, retroactive review of a set of
selected medical scans. Retroactive discrepancy notifica
tions can be generated that provide retrospective insights
regarding potential errors made by medical professionalsin
reviewing amedical scan and/or generating amedical report.
The retroactive discrepancy flagging system 3300 improves
the technology of viewing tools and review systems, by
automatically determining and flagging potential errors for
further analysis.

In various embodiments, sets of one or more medical
scans, each corresponding to one of a set of patients and/or
one of aset of studies, can be selected for retroactive review.
These selected medical scans and their corresponding medi-
cal reports can be retrieved in response. Automated assess-
ment data can be generated for each of the one or more
medical scans by performing an inference function on the
medical scan by utilizing a computer vision model trained
on a plurality of medical scans. Human assessment data,
corresponding to diagnosis or findings made by aradiologist
or other human in conjunction with viewing the one or more
medical scans, can be generated based on findings extracted
from the corresponding medical report. A consensus func-
tion can be performed by comparing the automated assess-
ment data and the human assessment data, and the retroac-
tive discrepancy flagging system can determine whether the
comparison is favorable or unfavorable. When the result of
the consensus function indicates that the comparison is
unfavorable, the corresponding one or more medical scans
can be flagged in retroactive discrepancy notifications that
can be transmitted to a client device for display and used for
further analysis, for example, to determine error factors and
other trends associated with particular medical profession-
als, ingtitutions, viewing tools and specific interface func-
tions, medical conditions, in a fully automated fashion.

As shown in FIG. 15A, the retroactive discrepancy flag-
ging system 3300 can communicate bi-directionaly, via
network 150, with the medical scan database 342, with a
medical report database 392, with user database 344, and/or
with other databases of the database storage system 140,
with one or more client devices 120, and/or, while not shown
in FIG. 13A, with one or more subsystems 101 of FIG. 1. In
some embodiments, the medical report database can be
implemented by utilizing report database 2625. In some
embodiments, medical reports are instead retrieved as report
data 449 from the medical scan database 342, and/or the
medical report database 392 contains entries corresponding
to report data 449 of corresponding medical scan entries of
the medical scan database 342.

In various embodiments, the retroactive discrepancy flag-
ging system 3300 isimplemented via at |east one processor;
and amemory that stores operational instructions that, when
executed by the at |east one processor, cause the retroactive
discrepancy flagging system to receive, via a network inter-
face such as subsystem network interface 265, a medical
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scan and amedical report corresponding to the medical scan
that was written by a medical professional/user in conjunc-
tion with review of the medical scan. The retroactive dis-
crepancy flagging system 3300 also operates to generate
automated assessment data by performing an inference
function 3310 on the first medical scan utilizing a computer
vision model trained on a plurality of medical scans; gen-
erates human assessment data by performing an extraction
function 3320 on the medical report; and further generates
consensus data by performing a consensus function 3395 on
the automated assessment data and the human assessment
data. Performing the consensus function 3395 can include
comparing the automated assessment data to the human
assessment data. The retroactive discrepancy flagging sys-
tem 3300 also operates to determine if the consensus data
indicates the automated assessment data compares favorably
or unfavorably to the first human assessment data, i.e. to
determine if they match or they do not match. A retroactive
discrepancy notification is generated in response to deter-
mining that the consensus data indicates the automated
assessment data compares unfavorably to the human assess-
ment data.

In various embodiments, the retroactive discrepancy noti-
fication includes at least one image associated with the
medical scan and retroactive discrepancy data that indicates
at least one discrepancy between the automated assessment
data and the human assessment data. For example, the
retroactive discrepancy notification can include an identifi-
cation of the medical scan, an identification of a particular
subset of images and/or image portions in the medical scan
that include the discrepancy and/or a plurality of medical
conditions that are determined to be either present of absent,
based on either the automated assessment data or the human
assessment data. The retroactive discrepancy notification
can aso include or indicate the medical report and an
identification of the medical professional that generated the
medica report, as well as information pertaining to the
nature of the discrepancy. For example, the retroactive
discrepancy natification can indicate that the automated
assessment data indicated the presence of a particular abnor-
mality or other medical condition while the human assess-
ment data did not or vice versa. The particular, an abnor-
mality or other medical condition can be identified, for
example, by including a corresponding medical code, medi-
cal term and or other abnormality classification data in the
retroactive discrepancy notification. In addition or in the
alternative, the retroactive discrepancy notification can pro-
vide other information regarding the generation of the
medical report such as the time of day the report was
generated, the number of medical reports generated by the
user in a review session that included the subject medical
report, the progress through the review session at the time
the report was generated, a preliminary diagnosis and/or a
request for review by the user by another medical profes-
sional, the type of PACS viewer or other user interface that
was used by the user to generate the report, and/or other data
or metadata derived from the medical report or medical scan.

The retroactive discrepancy flagging system 3300 also
operates to transmit, via the network interface such as
subsystem network interface 265, the retroactive discrep-
ancy notification via the network 150 to other subsystems
101. In various embodiments, the retroactive discrepancy
flagging system 3300 isitself an additional subsystem 101 of
the medical scan processing system 100, implemented by
utilizing the subsystem memory device 245, subsystem
processing device 235, and/or subsystem network interface
265 of FIG. 2B. In some embodiments, the retroactive
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discrepancy flagging system 3300 utilizes, or otherwise
communicates with, the central server system 2640. For
example, some or al of the databases of the database storage
system 140 are populated with de-identified data generated
by the medical picture archive integration system 2600. The
retroactive discrepancy flagging system 3300 can receive
de-identified medical scans, annotation data, and/or reports
directly from the medical picture archive integration system
2600. For example, the retroactive discrepancy flagging
system 3300 can request de-identified medical scans, anno-
tation data, and/or reports that match requested criteria. In
some embodiments, some or all of the retroactive discrep-
ancy flagging system 3300 isimplemented by utilizing other
subsystems 101 and/or is operable to perform functions or
other operations described in conjunction with one or more
other subsystems 101.

The retroactive discrepancy flagging system 3300 can
retroactively select one or more medical scans for review.
The one or more medical scans can be selected randomly,
pseudo-randomly, as part of a non-random/systematic audit,
can be selected based on selected criteria, can be selected
based on a peer-review schedule, can be selected based on
a determined proportion of medical scans to review, can be
determined based on a selected frequency or rate of medical
scans to review within a time frame. Further, such an audit
can be a non-random audit associated with the particular
medical professional triggered by the identification of one or
more prior errors associated with one or more prior retro-
spective discrepancy notifications or otherwise based on a
number of medical scans, such as more than a threshold
number, that have previously been flagged for review, can be
otherwise selected based on prior review results, can be
selected in response to identifying repeated or systematic or
cognitive errors associated with a particular PACS viewing
system, user, and/or institution, can be selected based on the
presence or absence of a particular medical condition and/or
can be selected based on other factors. This selection can
include selecting the number of medical scans for review;
selecting medical scans for review that correspond to a
selected medical scan type, modality and/or a selected
anatomical region; selecting medical scansfor review where
a selected medical professional authored or otherwise gen-
erated the corresponding annotation data, diagnosis data,
and/or report data; selecting medical scans for review asso-
ciated with a selected medical ingtitution; selecting medical
scans for review associated with a selected geographic
region; selected selecting medical scans for review associ-
ated with a selected diagnosis type; selecting medical scans
for review associated with patients that meet selected patient
history or patient demographic criteria; selected selecting
medical scans for review based on other selection criteria
and/or otherwise selecting medical scans based on received
criteria and/or criteria automatically determined by the ret-
roactive discrepancy flagging system 3300. Some or all of
the selection criteria can be received via user input to a user
interface, via the network, and/or via one or more other
subsystems 101.

The selection criteria and/or identifiers for selected medi-
cal scans, medical reports, medical professionals, medical
institutions, and/or patients can be utilized to by the retro-
active discrepancy flagging system 3300 to fetch the
selected medical scans and/or corresponding medical reports
from database system 140. In various embodiments, the
medical scans and/or corresponding medical reports can be
retrieved from a medical picture archive system and/or a
report database. In some embodiments, the medical scans
and/or corresponding medical reports can be de-identified
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prior to review, for example, by utilizing the medical picture
archive integration system 2600.

Upon receiving the medical scan and/or the medical
report, human assessment data can be generated by applying
an extraction function 3320 to the medical report. In some
embodiments, only medical scans are received, and extrac-
tion function 3320 is applied to metadata of the medical scan
or other human-generated findings included along with
image data of the medical scan. The human assessment data
can correspond to the human assessment data discussed in
conjunction with the lesion tracking system 3002, can cor-
respond to annotation data generated by a medical profes-
sional, can correspond to measurements made by a medical
professional of lesionsor other abnormalities detected by the
medical professional, can correspond to a classification
made by the medical professional of one or more abnor-
malities or other medical conditions detected by the medical
professional, can correspond to a diagnosis made by the
medical professional, and/or can correspond to other mea-
surements or findings in the medical scan, determined by a
human. The extraction function can be utilized to extract the
human assessment data from metadata of the medical scan,
from fields of the medical scan entry 352 such as from
diagnosis data 440, and/or from the text, metadata, or other
fields of the medical report. In some embodiments, perform-
ing the extraction function 3320 can include performing a
medical scan natural language analysis function and/or
inference function. For example, the medical scan natural
language analysis function can be performed on text corre-
sponding to the findings made by the medica professional,
such as text of the medical report.

Automated assessment data is generated by performing at
least one inference function 3310 on the medical scan. In
some embodiments, the inference function 3310 can be
performed on the image data of medical scansalone. In other
embodiments, the inference function 3310 can utilize other
pertinent data in addition to the image data, such as patient
history or other data of the medical scan entry 342, to
generate the automated assessment data. The inference func-
tion 3310 can utilize a computer vision model, for example,
trained by medical scan image analysis system 112 on a
plurality of medical scans as discussed herein. Performing
the inference function 3310 can include performing one or
more lesion measurement functions discussed herein to
generate measurement data, and/or the automated assess-
ment data can correspond to the automated assessment data
discussed in conjunction with a lesion tracking system.
Performing the inference function 3310 can include per-
forming any medical scan analysis function and/or inference
function discussed herein to generate automated assessment
data that corresponds to automatically generated annotation
data, diagnosis data, abnormality detection data, and/or
abnormality classification data associated with an abnormal -
ity or other medical condition.

Consensus function 3395 can be performed on the human
assessment data and the automated assessment data to
generate consensus data. One or more types of fields and/or
values of the automated assessment data can correspond to
one or more same types of fields and/or values of the human
assessment data to enable comparison of the human assess-
ment data and the automated assessment data. Performing
the consensus function can include measuring a disagree-
ment between the automated assessment data and the human
assessment data and determining whether the measured
disagreement compares favorably or unfavorably to a dis-
agreement threshold. For example, measuring the disagree-
ment can include performing a similarity function, can
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include computing a difference in values or logical results
(e.g. yesversus no, a condition is present versus a condition
is not present, a scan is hormal versus a scan is abnormal,
etc.), can include determining whether or not the values or
logical results match or otherwise compare favorably, and/or
by computing a Euclidean distance between feature vectors
of the human assessment data and the automated assessment
data. When the measured disagreement compares unfavor-
ably to the disagreement threshold, the comparison is deter-
mined to be unfavorable, and when the measured disagree-
ment compares favorably to the disagreement threshold, the
comparison is determined to be favorable. The disagreement
threshold can be set or predetermined to permit no level of
disagreement or can be set or predetermined to permit some
modest level of disagreement. Medical scans yielding an
unfavorable comparison in performing the consensus func-
tion can be flagged for generation of a corresponding
retroactive discrepancy notification.

In various embodiments, retroactive review/audit of entire
studies is conducted. The retroactive discrepancy flagging
system can retrieve aplurality of setsof longitudinal datafor
review, where each set of longitudinal data corresponds to
one of aset of patients. The retroactive discrepancy flagging
system can extract the human assessment data for each set
of longitudinal data, can generate automated assessment
data for each set of longitudinal data, and can compare this
human assessment data to the automated assessment data for
each set of longitudinal data. The longitudinal data corre-
sponding to a patient can be is reviewed, for example, as
discussed in conjunction with alesion tracking system. The
human assessment data can correspond to human measure-
ment of one or more lesions and/or human classification of
one or more lesions. The automated assessment data can be
generated by performing the one or more lesion measure-
ment functions and/or by classifying the lesion by perform-
ing abnormality classification step 1374 as discussed herein.
The consensus function can be performed, and when the
human assessment data and the automated assessment data
of a set of longitudinal data yield an unfavorable compari-
son, the entire study can be flagged for generation of a
corresponding retroactive discrepancy notification.

FIG. 15B is a schematic block diagram of a factor
detection system in accordance with various embodiments.
In particular, a factor detection system 4300 is presented in
a system that includes several similar elements presented in
FIGS. 15A and 12C that are referred to by common refer-
ence numerals. In various embodiments, the factor detection
system 4300 is further configured to transmit the factor data
to the medical scan analysis system 3002 for use in select-
ing/adjusting custom heat map settings, for example, relat-
ing to particular post processing techniques to be employed
in generating heat map visualization data. Furthermore, the
factor data can be sent to the client device 120 implementing
a multi-label heat map display system 3100 and display
device 3170, a PACS viewing system or other medical scan
viewing and annotation tool (or “viewing tool”) used in
generating medical reports. In response, the custom heat
map settings are selected/adjusted based on the cognitive
factors and/or systematic factors identified for the user/
radiologist in the factor data, and used in generating the heat
map visualization functions and features presented to the
radiologist during their review of a scan.

For example, based on the cognitive factors and/or sys-
tematic factors identified in the factor data for a particular
radiologist, that radiologist can presented with customized
heat maps during their subsequent reviews of scans, with the
goal of preventing future errors and lowering the radiolo-
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gists error rate. This improves the technology of viewing
tools by assisting, in a fully automated way, the review of
such scans and helping to prevent future errors. In various
embodiments, the factor data indicates one or more condi-
tions and customized heat map settings are sel ected/adjusted
in response to an occurrence of one or more conditions.

For example, if aradiologist makes frequent errors after
5 pm, the custom heat map settings can be adjusted to
override a preselection of a subset of K abnormalities and
force the user to review all of the K abnormality classes. In
some cases, heat maps can be presented differently based on
systematic/cognitive factors. For example, aradiologist may
be presented with the scan and corresponding heat maps first
and may be forced to begin annotating the scan before being
allowed to view the report/referral/symptoms sent by a
clinician (if the radiologist has tendencies of anchoring
bias). As another example, interface features of the viewing
tool may be adjusted to present heat maps differently based
on systematic factors indicating the radiologist struggles to
use particular tools correctly. As another example, the prob-
ability threshold values and/or segmentation/masking func-
tions and/or other custom heat map settings used to generate
the heat map visualization data, can be set differently for
different radiologists based on their cognitive factors (e.g.
more sensitive to show more possible abnormalities if the
radiologist tends to have satisfaction of search cognitive
factors) and/or at different times of day (i.e. more sensitive
after 5 pm to make sure the radiologist checks everything if
they tend to miss abnormalities after 5 pm).

In various embodiments, the factor detection system 4300
is configured to generate factor data, based on a plurality of
retroactive discrepancy notifications from the retroactive
discrepancy flagging system 3300. The factor dataidentifies
one or more factors, that contribute to errors associated with
the either aparticular medical professional, a selected subset
of medical professionals, an entire set of medical profes-
sionals, a PACS viewer or other viewing tool or interface
feature thereof, a medical institution, or other entity. For
example, factor detection system 4300 can analyze the
retroactive discrepancy notifications over time to evaluate
and identify trends in the mistakes in reviewing medical
scans made by radiologists or other medical professionals
and further to identify systematic factors, cognitive factors
and/or other factors that appear to lead these errors. This
improves the technology of viewing and analysis tools and
systems by assisting, in a fully automated way, the identi-
fication of errors and bias that can be used to help to prevent
future errors.

In various embodiments, the retrospective discrepancy
flagging system 3300 can identify a set of medical scans
reviewed by a particular radiologist and corresponding
medical reports, including the scans that were identified as
having a discrepancy with either model generated output or
an audit generated by other reviewers. A non-random audit
can be automatically performed by the retrospective dis-
crepancy flagging system 3300 on scans/reports that utilizes
model output to determine scans with discrepancies based
on, for example, retrospective discrepancy notification, and/
or arandom audit can be performed automatically to gather
scans for a particular radiologist and determine their error
rate based on their scans with discrepancies detected in the
non-random audit. For example, radiologists can be flagged
for this process only if their error rate (determined from
random audit) exceeds a threshold. The set of medical
scang/reports can be selected for audit randomly, pseudo-
randomly, as part of a non-random/systematic audit, can be
selected based on selected criteria, can be selected based on
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a peer-review schedule, can be selected based on a deter-
mined proportion of medical scans to review, can be deter-
mined based on a selected frequency or rate of medical scans
to review within atime frame. Further, such an audit can be
a non-random audit associated with the particular medical
professional triggered by the identification of one or more
prior errors associated with one or more prior retrospective
discrepancy notifications or otherwise based on a number of
medical scans, such as more than a threshold number, that
have previously been flagged for review, can be otherwise
selected based on prior review results, can be selected in
response to identifying repeated or systematic or cognitive
errors associated with a particular PACS viewing system,
user, and/or institution, can be selected based on the pres-
ence or absence of aparticular medical condition and/or can
be sel ected based on other factors. This selection caninclude
selecting the number of medical scans for review; selecting
medical scans for review that correspond to a selected
medical scan type, modality and/or a selected anatomical
region; selecting medical scans for review where a selected
medical professional authored or otherwise generated the
corresponding annotation data, diagnosis data, and/or report
data; selecting medical scans for review associated with a
selected medical ingtitution; selecting medical scans for
review associated with a selected geographic region;
selected selecting medical scans for review associated with
aselected diagnosistype; selecting medical scansfor review
associated with patients that meet selected patient history or
patient demographic criteria; selected selecting medical
scans for review based on other selection criteria and/or
otherwise selecting medical scans based on received criteria
and/or criteria automatically determined by the retroactive
discrepancy flagging system 3300. The factor detection
system 4300 can evaluate trends identified this set of medi-
cal scans (for example, based on information presented in
the metadata of each scan/report or extracted from output of
amodel performed on each scan/report and further based on
retrospective discrepancies notifications corresponding to
some subset of the total medical scang/reports in the audit)
to determine particular systematic factors and/or cognitive
factors that motivate the errors.

Identifying systematic and cognitive factors can include
considering the report/referral sent to the radiologist to the
radiologist’s review, determining a proportion of al errors
made by a radiologist that meet the trend criteria and
comparing to a threshold, and/or determining if this trend
criteriawas present in less than a proportion of al correctly
reviewed scans and comparing this proportion to a thresh-
old—e.g, atrend of “the radiologist makes most of hiserrors
after 5pm” isnot valid asasystematic error if the radiol ogist
reviews every scan after 5 pm. Identifying a factor could
include comparing trends detected across all radiologists in
this process, and detecting common trends correlated to
errors and/or non-errors across al radiologists (e.g. scans
with errors across many radiologists correspond to a sig-
nificant proportion of the scans reviewed by these radiolo-
gists after 5 pm—this could imply causation or otherwise
indicate that post 5 pm review is a common trend across
many radiologists that can be directly searched for in the
future). Identifying a factor can include linking the factor to
aparticular type of scan/body part/abnormality (e.g. framing
bias is predominant for radiologist X when presented with
scans that include cardiomegaly).

Identified factors can be presented to hospitalmedical
entitiesfor review of their radiologists, to PACS tool makers
or interface developers (if there are predominant trends in a
particular tool causing systematic errors), and/or to radiolo-
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giststo guideimprovement in reviews. |dentified factors can
be processed and analyzed over al radiologists/radiologists
at particular hospitals/radiologists in particular geographic
regions/radiologistsin particular fields of study/etc. to deter-
mine if there are predominant systematic factors and/or
cognitive factors across the same hospital/geographic
region/field of study/etc.

In some embodiments, the factor detection system 4300 is
an additional subsystem 101 of the medical scan processing
system 100, is configured to bidirectionally communicate
with the network 150 and further operates by utilizing the
subsystem memory device 245, subsystem processing
device 235, and/or subsystem network interface 265 of FIG.
2B. While shown separately from the retroactive discrep-
ancy flagging system 3300, in other examples, these two
systems can be implemented together in a single platform
with at least one processor and a memory that stores
operational instructions to perform both functions.

As previously discussed, the retroactive discrepancy noti-
fications can include an identification of a medical scan, an
identification of a particular subset of images and/or image
portions in the medical scan that include the discrepancy.
The retroactive discrepancy notification can also include or
indicate the medical report and an identification the medical
professiona that generated the medical report, as well as
information pertaining the nature of the discrepancy. For
example, the retroactive discrepancy notification can indi-
cate that the automated assessment data indicated the pres-
ence of aparticular abnormality while the human assessment
data did not or vice versa. The particular anomaly or other
condition can be identified, for example, by including a
corresponding medical code, medical condition term and or
other abnormality classification data in the retroactive dis-
crepancy notification. In addition or in the aternative, the
retroactive discrepancy notification can provide other infor-
mation regarding the generation of the medical report such
as the time of day the report was generated, the number of
medical reports generated by the user in a review session
that included the subject medical report, the progress
through the review session at the time the report was
generated, a preliminary diagnosis and/or request for review
by the user by another medical professional, the type of
PACS viewer or other user interface that was used by the
user to generate the report, and/or other data or metadata
derived from the medical report or medical scan.

The systematic factor identifier 4350 and the cognitive
factor identifier 4370 can operate via an inference function,
via a statistical analysis, hypothesis test, clustering algo-
rithm, generate-and-test algorithm, search-based algorithm,
a convolutional neural network, stacking neural network, a
generative adversarial network, and/or other machine learn-
ing algorithm that operated based on data from retrospective
discrepancy notifications and optionally other medical
reports without errors to generate factor data that indicates
one or more systematic, cognitive or other factors that
correlate to the particular discrepancies or other errors
presented by the retrospective discrepancy notifications.

In various embodiments, the systematic factors identified
can indicate errors that occur more frequently for reviews
associated with using a particular one of plurality of PACS
viewers and/or other viewing tools and/or using a particular
interface feature of a viewing tool. In further examples, a
systemic error can be identified for reviews at a particular
time a day such as early morning, mid-morning, immedi-
ately before or after lunch time, mid-afternoon, dinnertime,
and or late at night when adip in attention span could occur.
In further examples, a systemic error can be identified based
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on a number of prior reviews in a reviewing session of a
particular medical professional, for example, after 12 con-
secutive reviews or after a particular duration of the review-
ing session, e.g., after two consecutive hours.

In various embodiments, the cognitive factors identified
can indicate errors that occur more frequently for reviews
associated with an anchoring bias factor where the medical
professional depends too heavily on an initial piece of
information offered, such as a prior diagnosis, preliminary
diagnosis or review request from a referring physician or
other medical professional, e.g. check for possible kidney
stones. The cognitive factors identified can indicate errors
that occur more frequently for reviews associated with a
framing bias factor where the medical professional decides
on options based on whether the options are presented with
positive or negative connotations, e.g. a bias against the
diagnosis of a very severe condition. The cognitive factors
identified can indicate errors that occur more frequently for
reviews associated with a satisfaction of search factor or a
satisfaction of report factor where the reviewer stopslooking
for abnormalities after one or more abnormalities are already
found. The cognitive factors identified can indicate errors
that occur more frequently for reviews associated with a
tunnel vision factor that indicates, for example, a cognitive
confirmation bias, hindsight bias, and/or outcome bias.

In various embodiments, the systematic factor identifier
4350 and the cognitive factor identifier 4370 operate to track
trends across medical scans, medical professionals, and/or
medical ingtitutions in the retroactive review and/or in
flagging medical scans, medical professionals, and/or medi-
cal institutions. For example, the factor detection system
4300 can determine trends that correlate to a higher number,
proportion, or frequency of medical scans flagged via ret-
rospective discrepancy notifications. For example, the factor
detection system 4300 can track these trends across types of
medical scans, anatomical regions of medical scans, par-
ticular attributes of patient history, different geographic
regions, qualifications or backgrounds of medical profes-
sionals and/or medica institutions, and/or other attributes
mapped to medical scans or medical professionals, for
example, in medical scan entries 352 or user profile entries
354. For example, the factor detection system 4300 can
identify a geographic region where a particular scan type or
modality is flagged for review more frequently.

FIG. 16 presents a flowchart illustrating a method in
accordance with various embodiments. Step 3702 includes
receiving, via a receiver, a plurality of medical scans and a
plurality of medical labels corresponding to the plurality of
medical scans, wherein each of the plurality of medical
labels correspond to one of a set of abnormality classes. Step
3704 includes generating, viaa processor, acomputer vision
model by training on the plurality of medical scans and the
plurality of medical labels. Step 3706 includes receiving, via
the receiver, a new medical scan. Step 3708 includes gen-
erating, via the processor, probability matrix data by per-
forming an inference function that utilizes the computer
vision model on the new medical scan, wherein the prob-
ability matrix data includes, for each of a set of image
patches of the new medical scan, a set of patch probability
values corresponding to the set of abnormality classes, and
wherein each of the set of patch probability values indicates
a probability that a corresponding one of the set of abnor-
mality classes is present in the each of the set of image
patches. Step 3710 includes generating, via the processor,
preliminary heat map visualization data based on the prob-
ability matrix data. Step 3712 includes generating, via the
processor, heat map visualization data by a post-processing



US 11,631,175 B2

97

of the preliminary heat map visualization data to mitigate
heat map artifacts. Step 3714 includes transmitting, via a
transmitter, the heat map visualization datato a client device
for display via a display device.

As may be used herein, the terms “substantially” and
“approximately” providesan industry-accepted tolerancefor
its corresponding term and/or relativity between items. Such
an industry-accepted tolerance ranges from less than one
percent to fifty percent and correspondsto, but is not limited
to, component values, integrated circuit process variations,
temperature variations, rise and fall times, and/or thermal
noise. Such relativity between items ranges from a differ-
ence of afew percent to magnitude differences. As may also
be used herein, the term(s) “configured to”, “operably
coupled to”, “coupled to”, and/or “coupling” includes direct
coupling between items and/or indirect coupling between
items via an intervening item (e.g., an item includes, but is
not limited to, a component, an element, a circuit, and/or a
module) where, for an example of indirect coupling, the
intervening item does not modify the information of asignal
but may adjust its current level, voltage level, and/or power
level. As may further be used herein, inferred coupling (i.e.,
where one element is coupled to another element by infer-
ence) includes direct and indirect coupling between two
items in the same manner as “coupled to”. As may even
further be used herein, the term “configured to”, “operable
to”, “coupled to”, or “operably coupled to” indicates that an
item includes one or more of power connections, input(s),
output(s), etc., to perform, when activated, one or more its
corresponding functions and may further include inferred
coupling to one or more other items. As may further be used
herein, the term “associated with”, includes direct and/or
indirect coupling of separate items and/or one item being
embedded within another item. As may still further be used
herein, the term “automatically” refers to an action caused
directly by aprocessor of acomputer network in response to
a triggering event and particularly without human interac-
tion.

As may be used herein, the term “compares favorably”,
indicates that a comparison between two or more items,
signals, etc., provides a desired relationship. For example,
when the desired relationship is that signal 1 has a greater
magnitude than signal 2, a favorable comparison may be
achieved when the magnitude of signal 1 is greater than that
of signal 2 or when the magnitude of signal 2 islessthan that
of signa 1. As may be used herein, the term “compares
unfavorably”, indicates that a comparison between two or
more items, signals, etc., fails to provide the desired rela-
tionship.

As may also be used herein, the terms “processing mod-
ule”, “processing circuit”, “processor”, “processing device’
and/or “processing unit” may be a single processing device
or a pluraity of processing devices. Such a processing
device may be a microprocessor, micro-controller, digital
signal processor, graphics processing unit, microcomputer,
central processing unit, field programmable gate array, pro-
grammable logic device, state machine, logic circuitry, ana-
log circuitry, digital circuitry, and/or any device that
manipulates signals (analog and/or digital) based on hard
coding of the circuitry and/or operationa instructions. The
processing module, module, processing circuit, and/or pro-
cessing unit may be, or further include, memory and/or an
integrated memory element, which may be a single memory
device, a plurality of memory devices, and/or embedded
circuitry of another processing module, module, processing
circuit, and/or processing unit. Such a memory device may
be a read-only memory, random access memory, volatile
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memory, non-volatile memory, static memory, dynamic
memory, flash memory, cache memory, and/or any device
that stores digital information. Note that if the processing
module, module, processing circuit, and/or processing unit
includes more than one processing device, the processing
devices may be centrally located (e.g., directly coupled
together viaawired and/or wireless bus structure) or may be
distributedly located (e.g., cloud computing via indirect
coupling via a local area network and/or a wide area
network). Further note that if the processing module, mod-
ule, processing circuit, and/or processing unit implements
one or more of its functions via a state machine, analog
circuitry, digital circuitry, and/or logic circuitry, the memory
and/or memory element storing the corresponding opera-
tional instructions may be embedded within, or external to,
the circuitry comprising the state machine, analog circuitry,
digital circuitry, and/or logic circuitry. Still further note that,
the memory element may store, and the processing module,
module, processing circuit, and/or processing unit executes,
hard coded and/or operational instructions corresponding to
at least some of the steps and/or functions illustrated in one
or more of the Figures and/or described herein. Such a
memory device or memory element can be included in an
article of manufacture. While the processing module, mod-
ule, processing circuit, and/or processing unit device may be
a general purpose computing device, the execution of the
hard coded and/or operational instructions by the processing
module, module, processing circuit, and/or processing unit
configures such a general purpose computing device as a
specia purpose computing device to implement the corre-
sponding steps and/or functionsillustrated in one or more of
the Figures and/or described herein. In particular, the hard
coded and/or operational instructions by the processing
module, module, processing circuit, and/or processing unit
implement acts and algorithms performed by the processing
module, module, processing circuit, and/or processing unit.
Such acts and algorithms can be identified by name, can be
illustrated via flowchart and/or described in words.

One or more embodiments have been described above
with the aid of method steps illustrating the performance of
specified functions and relationships thereof. The boundar-
ies and sequence of these functional building blocks and
method steps have been arbitrarily defined herein for con-
venience of description. Alternate boundaries and sequences
can be defined so long as the specified functions and
relationships are appropriately performed. Any such alter-
nate boundaries or sequences are thus within the scope and
spirit of the claims. Further, the boundaries of these func-
tional building blocks have been arbitrarily defined for
convenience of description. Alternate boundaries could be
defined as long as the certain significant functions are
appropriately performed. Similarly, flow diagram blocks
may also have been arbitrarily defined herein to illustrate
certain significant functionality.

To the extent used, the flow diagram block boundaries and
sequence could have been defined otherwise and still per-
form the certain significant functionality. Such aternate
definitions of both functional building blocks and flow
diagram blocks and sequences are thus within the scope and
spirit of the claims. One of average skill in the art will also
recognize that the functional building blocks, and other
illustrative blocks, modules and components herein, can be
implemented asillustrated or by discrete components, appli-
cation specific integrated circuits, processors executing
appropriate software and the like or any combination
thereof.
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In addition, a flow diagram may include a “ start” and/or
“continue” indication. The “start” and “continue” indica-
tions reflect that the steps presented can optionaly be
incorporated in or otherwise used in conjunction with other
routines. In this context, “start” indicates the beginning of
the first step presented and may be preceded by other
activities not specifically shown. Further, the “continue”
indication reflects that the steps presented may be performed
multiple times and/or may be succeeded by other activities
not specifically shown. Further, while a flow diagram indi-
cates a particular ordering of steps, other orderings are
likewise possible provided that the principles of causality
are maintained.

The one or more embodiments are used herein toillustrate
one or more aspects, one or more features, one or more
concepts, and/or one or more examples. A physical embodi-
ment of an apparatus, an article of manufacture, a machine,
and/or of a process may include one or more of the aspects,
features, concepts, examples, etc. described with reference
to one or more of the embodiments discussed herein. Fur-
ther, from figure to figure, the embodiments may incorporate
the same or similarly named functions, steps, modules, etc.
that may use the same or different reference numbers and, as
such, the functions, steps, modules, etc. may be the same or
similar functions, steps, modules, etc. or different ones.

The term “system” is used in the description of one or
more of the embodiments. A system implements one or more
functions via a device such as a processor or other process-
ing device or other hardware that may include or operate in
association with a memory that stores operationa instruc-
tions. A system may operate independently and/or in con-
junction with software and/or firmware. As also used herein,
a system may contain one or more sub-system, each of
which may be one or more systems.

As may further be used herein, a computer readable
memory includes one or more memory elements. A memory
element may be a separate memory device, multiple
memory devices, or a set of memory locations within a
memory device. Such a memory device may be aread-only
memory, random access memory, volatile memory, non-
volatile memory, static memory, dynamic memory, flash
memory, cache memory, and/or any device that storesdigital
information. The memory device may be in a form a solid
state memory, a hard drive memory, cloud memory, thumb
drive, server memory, computing device memory, and/or
other physical medium for storing digital information.

While particular combinations of various functions and
features of the one or more embodiments have been
expressly described herein, other combinations of these
features and functions are likewise possible. The present
disclosureisnot limited by the particular examples disclosed
herein and expressly incorporates these other combinations.

What is claimed is:

1. A multi-label heat map generating system, comprising:

at least one processor; and

a memory that stores operational instructions that, when

executed by the at least one processor, cause the

multi-label heat map generating system to:

generate a computer vision model by training on a
plurality of medical scans and a plurality of medical
labels, corresponding to the plurality of medical
scans, wherein each of the plurality of medical labels
correspond to one of a set of abnormality classes,

receive, via a receiver, a new medical scan;

generate probability data by performing an inference
function that utilizes the computer vision model on
the new medical scan;
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generate preliminary heat map visualization data based
on the probability data;
generate heat map visualization data by a post-process-
ing of the preliminary heat map visualization data to
mitigate heat map artifacts,
transmit, via a transmitter, the heat map visualization
data to a client device for display via a display
device, wherein an interface displayed by the display
device displays each of a set of heat maps indicated
in the heat map visualization data, and wherein each
of the set of heat maps corresponds to the set of
abnormality classes, wherein theinterfaceisan inter-
active user interface that responds to actions of a
medical professional;
receive factor data that identifies one or more factors
that contribute to errors associated with the medical
professional; and
determine a custom heat map setting, based on the one
or more factors that contribute to errors associated
with the medical professional, wherein the post-
processing of the preliminary heat map visualization
data is in accordance the custom heat map setting.
2. The multi-label heat map generating system of claim 1,
wherein the heat map visualization dataassigns, for each one
of the set of abnormality classes, one color value of a set of
color values for portions of the new medical scan where the
one of the set of abnormality classes is present.
3. The multi-label heat map generating system of claim 2,
wherein the one color value of the set of color values is
predetermined based on a severity associated with the one of
the set of abnormality classes.
4. The multi-label heat map generating system of claim 2,
wherein the one color value of the set of color values is
assigned based on a confidence associated with a severity
associated the one of the set of abnormality classes.
5. The multi-label heat map generating system of claim 2,
wherein the post-processing of the preliminary heat map
visualization data includes:
determining boundaries corresponding to the portions of
the preliminary heat map visuaization data where the
one of the set of abnormality classes is present; and

blurring the boundaries in the preliminary heat map
visualization data.

6. The multi-label heat map generating system of claim 2,
wherein the post-processing of the preliminary heat map
visualization data includes:

determining boundaries corresponding to the portions of

the preliminary heat map visualization data where the
one of the set of abnormality classes is present; and
filtering the boundaries to reduce tails and sharp edges.
7. The multi-label heat map generating system of claim 2,
wherein the post-processing of the preliminary heat map
visualization data includes:
determining boundaries corresponding to the portions of
the preliminary heat map visualization data where the
one of the set of abnormality classes is present; and

filtering outlier points outside of the boundaries in the
preliminary heat map visualization data.

8. The multi-label heat map generating system of claim 7,
wherein filtering the outlier points includes:

applying a segmentation mask to mask pixels of the

preliminary heat map visualization data that are outside
of the boundaries, wherein the pixels that are outside
the boundaries are not assigned color values in the heat
map visualization data.
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9. The multi-label heat map generating system of claim 1,
wherein the post-processing of the preliminary heat map
includes:

comparing the probability that the corresponding one of

the set of abnormality classes is present in the each of
a set of image patches with a probability threshold.

10. The multi-label heat map generating system of claim
9, wherein the post-processing of the preliminary heat map
further includes:

only highlighting an image patch in the set of image

patches when the probability compares favorably to the
probability threshold.

11. The multi-label heat map generating system of claim
1, wherein the operational instructions, when executed by
the at least one processor, further cause the multi-label heat
map generating system to:

generating global probability data based on the probabil-

ity data, wherein the global probability dataindicates a
set of global probability values corresponding to the set
of abnormality classes, wherein each of the set of
global probability values indicates a probability that a
corresponding one of the set of abnormality classes is
present in the new medical scan; and

generating heat map ordering data by ranking the global

probability data, wherein the interface displays the set
of heat maps in an order indicated by the heat map
ordering data.

12. The multi-label heat map generating system of claim
11, wherein one of the set of heat maps corresponding to one
of the set of abnormality classes with a highest correspond-
ing global probability value is displayed first.

13. The muilti-label heat map generating system of claim
1, wherein the operational instructions, when executed by
the at least one processor, further cause the multi-label heat
map generating system to:

determining a subset of the set of abnormality classes are

present in the new medical scan based on the probabil-
ity data;

wherein theinterface only displays heat maps correspond-

ing to the subset of the set of abnormality classes.

14. The multi-label heat map generating system of claim
1, wherein the operational instructions, when executed by
the at least one processor, further cause the multi-label heat
map generating system to:

respond to user interactions with the interactive user

interface to toggle between displays of two or more of
the set of heat maps.

15. The multi-label heat map generating system of claim
1, wherein the operational instructions, when executed by
the at least one processor, further cause the multi-label heat
map generating system to:

respond to user interactions with the interactive user

interface to select a subset of the set of heat maps to be
displayed in association with a future processing of
another new medical scan by the multi-label heat map
generating system.

16. The multi-label heat map generating system of claim
1, wherein the one or more factors include at least one
systematic factor that indicates errors that occur more fre-
quently for reviews by the medical professional associated
with:

using a particular one of plurality of viewing tools;

using a particular interface feature of a viewing tool;
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a particular time a day;

after a number of prior reviews in areviewing session of
the medical profession; or after a particular duration of
the reviewing session.

17. The multi-label heat map generating system of claim

wherein the one or more factors include at least one of:

an anchoring bias factor;

a framing bias factor;

a satisfaction of search factor;

a satisfaction of report factor; or

atunnel vision factor.

18. A method, comprising:

generating, via a processor, a computer vision model by
training on a plurality of medical scans and a plurality
of medical labels, corresponding to the plurality of
medical scans, wherein each of the plurality of medical
|abels correspond to one of aset of abnormality classes;

receiving, via a receiver, a new medical scan;

generating, viathe processor, probability databy perform-
ing an inference function that utilizes the computer
vision model on the new medical scan;

generating, via the processor, preliminary heat map visu-
dization data based on the probability data;

generating, via the processor, heat map visualization data
by a post-processing of the preliminary heat map
visualization data to mitigate heat map artifacts;

transmiting, via a transmitter, the heat map visualization
datato a client device for display viaadisplay device,
wherein an interface displayed by the display device
displays each of aset of heat mapsindicated in the heat
map visualization data, and wherein each of the set of
heat maps corresponds to the set of abnormality
classes, wherein the interface is an interactive user
interface that responds to actions of a medical profes-
sional;

receiving factor data that identifies one or more factors
that contribute to errors associated with the medical
professional; and

determining, viathe processor, a custom heat map setting,
based on the one or more factors that contribute to
errors associated with the medical professional,
wherein the post-processing of the preliminary heat
map visualization datais in accordance the custom heat
map setting.

19. The method of claim 18, wherein the one or more

factors include at least one systematic factor that indicates

errorsthat occur more frequently for reviews by the medical

professional associated with:
using a particular one of plurality of viewing toals;
using a particular interface feature of a viewing tool;
a particular time a day;
after a number of prior reviews in a reviewing session of

the medical profession; or after a particular duration of
the reviewing session.

20. The method of claim 18, wherein the one or more

factors include at least one of:
an anchoring bias factor;
a framing bias factor;
a satisfaction of search factor;
a satisfaction of report factor; or
atunnel vision factor.

* * * * *
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